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Summary

This document contains some of the best safetywaisgnt techniques currently available
for Air Traffic Management applications, based be joint experience of the FAA and
EUROCONTROL and based on a review of more than 500 safetyiigebs as used in
nine different industries. The result is a sewdrity-seven techniques that can be used
by safety practitioners and managers to evaluateéraprove safety in Air Traffic
Management.

The document begins by outlining a simplified eigt#tge safety assessment approach
and then provides the required safety assessnamtitgies in a consistent template
format. This template format answers basic questsuith as where the technique comes
from, and its maturity and life cycle stage apitity, as well as more detailed insights
into the technique's process and data requiremamdspractical and theoretical
advantages and disadvantages.

The overall approach in this document is biasedatde/ concept design and development
phases, since the significant and fast-evolvingigea ongoing today in ATM represent
the major driver for system safety assessment. ftleless, most of the techniques can
be (and often are) just as easily applied to exgstiystems. A good number of the
techniques themselves deal with Human Factors andhh error aspects of safety, as the
human element is a critical determinant of safetgurrent and future ATM, and cannot
be ignored in safety assurance activities.

Some outline examples of actual safety assessmpriaches using these techniques are
provided to show how techniques may be selected fhe toolbox. Lastly, some key
web addresses and supporting information are dimetmose who require further
information.

! These two organisations would also like to ackmulgk the invaluable support of other organisations
including NASA, NLR, CENA, and NATS (UK).
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1.0 Objective

The globalization of ATM systems demands that comsefety techniques or tools be
identified to support a more efficient interopetiypiof safety analysis. The objective of
this report is to summarize and discuss both comamohunique FAA and
EUROCONTROL safety techniques. These safety teci@si@qre those judged to be the
best currently available. The safety techniquestitied in this report are enablers to
develop safety material identified in the FAA’s &a Safety Management Program
(SSMP)or EUROCONTROL Safety Assessment Methodology (SAM)dditionally,

this report attempts to increase awareness of tkebaiques to assist safety practitioners
in the air traffic community in conducting theispective safety analysis activities.
Moreover, this report will attempt to provide gumte to analysis teams in the selection
of effective and applicable techniques. The appboeof common safety techniques will
allow ATM service providers to leverage their skilknowledge, and experience with
respect to global operations and systems. Safetyageanent across ATM systems will
therefore improve as safety practitioners implenoemimon techniques, terms, and
results. This report is the first major attempeéwlve a common inter-operable safety
approach.

2.0 Organization of Report

The report begins with a brief safety assessmémdtime history of both service
providers (FAA & EUROCONTROL) ATM. Section 4.0 pides an overview of a
generic system safety assessment methodologyduting a eight stage safety process
and techniques. Section 5.0 provides a matriedirtiques to assist in initial tool
selection. Section 6.0 presents twenty-seven seléethniques, each in a consistent
template format. Section 7.0 provides five casdisgishowing that techniques may be
consolidated and used together in an integratdddiago answer safety questions.
Section 8.0 briefly considers future developmentthe Toolbox, and Section 8.0 the
References for the techniques in the Toolbox. AdpeA provides some further
templates for tools used to support detailed amabfsflight data, radar-track data, and
text data analysis. Appendix B contains a listabayms and abbreviations used in this
report.

3.0 Review of Safety Initiatives (EUROCONTROL & FAA)

3.1 EUROCONTROL Safety Assessment Methodology In#itive

EUROCONTROL is an organization concerned with thfety of European ATM, and
aims to support and harmonize approaches acrdsseatit European Member States.

EUROCONTROL has a vision of future ATM that inclgdmany new airspace and
advanced controller-tool concepts, and aims torenthiat this future vision is at least as
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safe, and preferably safer, than current levesurope, even given projected significant
increases in air traffic volume. In 2002-4 EUROCQROL therefore undertook a major
review of more than 500 safety assessment techsiigorn nine different industries
[Review of techniques for SAM, 2004]. These techesjranged from ‘traditional’
technigues examining hardware reliability to tegueis focusing on human behavior and
software safety. The purpose of the Safety Metl®udsey project was to make an as
complete inventory as possible and to identify fribkese the techniques and methods
(including those developed in other domains andstries such as nuclear, chemical,
telecommunication, railways, software design, lddweding commercially available

tools) for its formal Safety Assessment Methodol@@$M) applications. From the
inventory of more than 500 techniques, a seleatiag made that appeared most relevant
to support the SAM in the short term (with mininaglaptation). In this report the
selection of techniques for integration in the Foals has been based on broader criteria
and this resulted into the selection of fifteerhteques from the ones selected for SAM
on the short term, and a similar number of addéidechniques.

EUROCONTROL aims to ensure a high degree of safietye Agency’s activities and a
formal and systematic approach to safety managewiédnthe implementation of a
Safety Management System (SMS). Local SMSs iriffierent Service Business Units
(SBUs) and Operational Service Units (OSUs) ofAQgency that adequately relate to the
safety criticality of the activities and functioase being implemented. Additionally, a
process is ongoing to adapt the Agency SMS to ¢hieitges at the Experimental Centre
for the development of new ATM concepts.

3.2 FAA NAS Modernization System Safety Program lIitiative

The FAA System Safety Management Program (SSMPBgstem Safety Handbook
(SSH) for the acquisition of new systems, estabBsh plan to ensure system safety is
effectively integrated into NAS (National AirspaS&ucture) Modernization. The SSMP
and SSH identify various hazard identification t@glies and provide specifics on how
to apply these techniques to ATM systems.

The FAA’s Air Traffic Organization (ATO) has beenadving towards a Safety
Management System (SMS). The SMS provides guidenttee service provider to
ensure hazards to the operation, system, and/oeguoes are identified in a systematic,
disciplined manner implementing defined hazard ymigaltools. The SMS identifies
various safety techniques (included in Table lgrisure that whoever performs the
hazard analyses shall select the tool that is eqgstopriate for the type of system being
evaluated.

3.3 FAA/EUROCONTROL Safety Assessment Methodologdoint Initiative

Both the FAA and EUROCONTROL have been working intain and improve the
effectiveness of safety assessment. In April 28@3e two organizations identified the
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roles, responsibilities, tasks and deliverables wespect to Coordinating Safety R&D,
Understanding System Safety, and Assessing andinmg Safety as outlined in the
FAA/EUROCONTROL R&D Committee Safety Action PlanRALS). This current
report represents one of the first major outpuamfthis Action Plan. Its primary target
audience is safety practitioners and safety masagekTM, but it should also be useful
for informing project and program managers develgputure ATM concepts, and
managers and safety personnel at operationaltfasilvho need to manage the safety of
existing operations.

3.4  Selection of techniques in this report

In order to obtain a techniques toolbox, whictis main aim of the current report, the
EUROCONTROL inventory of over 500 techniques haanbesed again as a starting
point. However, the current criteria for selectioom these 500+ are slightly different
than in [Review of techniques for SAM, 2004], naynel

* The technique should be currently in use;

* The technique is judged by the AP15 group as befirvglue;

* The technique is missing in the 500+ review, btisBas the first two criteria.

This resulted in a list of 27 selected technigi@s.these techniques this report provides
explanatory material in the form of a template, #rabe 27 are listed below (in
alphabetical order of their best known acronym):

Air-MIDAS

Air Safety Database

ASRS (Aviation Safety Reporting System)

Bias & Uncertainty Assessment

Bow-Tie Analysis

CCA (Common Cause Analysis)

Collision Risk Models

ETA (Event Tree Analysis)

. External Events Analysis

10.FAST (Future Aviation Safety Team) Method
11.FMECA (Failure Modes Effects and Criticality Anailys
12.FTA (Fault Tree Analysis)

13. Future Flight Central

14.HAZOP (Hazard and Operability study)

15.HEART (Human Error Assessment and Reduction Tecla)iq
16.HERA (Human Error in ATM)

17.HTA (Hierarchical Task Analysis)

18.HTRR (Hazard Tracking and Risk Resolution)
19.Human Error Database

20.Human Factors Case

21.PDARS (Performance Data Analysis and Reportinge®yst
22.SADT (Structured Analysis and Design Technique)
23.SAFSIM (Safety in Simulations)

©CoNoOkWNE
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24.SIMMOD Pro

25.TOPAZ accident risk assessment methodology
26. TRACER-Lite

27.Use of Expert Judgment

As new techniques are developed or adapted foinus&M, they will be added to this
report in later versions of the Toolbox.

4.0 Overview of Safety Assessment

Safety assessment methodology is usually focuseshsuring that new proposed
changes do not increase risk from a safety perisigedthis means that all possible
impacts of a new operation or system should besasdeand their combined risks
determined. These potential impacts can be inte(elgdreducing separation minima,
and therefore bringing aircraft closer together)ymintended (e.g. introducing data-link
technology, which can have indirect safety impacish as reducing the risk of call-sign
confusions, but possibly introducing new errorshsas up-linking messages to the wrong
aircraft). Initially, a safety assessment considleesproposed operation or system
definition (often called the Operational Concept)d analyzes how it could impact
matters, for the better and/or for worse, with egsio safety. This analysis involves
considering the scope of the assessment (affekstngfar the analysis is taken
particularly in terms of interactions with otheisgsm elements), and then identifying all
possible hazards and the severity of their consesse The analyst then determines how
probable these failures are, as well as how likedysystem is to recover form such
failures. This culminates in an overall risk estienéor the system.

Usually at this point, this risk or safety assessnneust be compared to a benchmark,
such as existing system risk to see if it is anroapment or not . It is here that a ‘Target
Level of Safety’ is often used. This will express €&xample, the tolerable (to society)
frequency of an accident, in terms such as acadsst flight hour, or per
approach/landing, or per surface movement. The dlld8vs decision-making on whether
or not to continue developing the concept, or tatiome but with key safety
requirements that need to be demonstrated in thesgstem for it to be adequately safe.

Once such a safety process is conducted, it isndented as a ‘safety case’, and used to
justify to the regulatory authorities that the ngmeposed system or system change will
not adversely affect safety. However, becausedfetyscase will often contain safety
requirements and assumptions that are key to ewgstirat the system remains within its
safe operational envelope, it should be seen iaghg document, and be periodically
updated. Ideally it contains information that igized initially by the system designers
and then by the operations people for the remaiofitre system’s lifecycle.

Once the new design itself is operational, themb®es a need to continually monitor
safety performance so the responsibility for safetgrsight then transfers to the
management of the operational facility. Usuallyagety activity will be created that will
record safety-related events (e.g. loss of sepaxaliCAS events, etc.), for lessons
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learned purposes. Trends may occur for exampleeckta local factors (e.g. particular
controller working practices and changes in loeakar design) or more widespread
factors (e.g. shifts in controller demography awdilability). The detection of trends that
could compromise safety requires archiving theviai¢ data and monitoring them
continuously. The process cannot rely on human engmWhen such a trend is detected
and determined to be operationally significantappropriate reaction should occur to
ensure that the system returns to its optimal gafformance. This amounts to safety or
organizational learning (see the final ‘step’ irsthection). This is still part of the system
safety process, and indeed such information ordlises and contributors to incidents
and accidents needs to be fed back to safety assespractitioners, enabling them to
refine their tools and techniques. The challengert@active management of safety is
discovering the precursors of the next accideettidying their causal factors, and
implementing the most effective interventions befan accident occurs.

Safety Assessment of an air traffic operation tendfore be seen as a seven-stage
process, as shown below (with feedback leadingrgafizational learning as a potential
‘eighth’ step that could be developed for the iridy)s

Figure 1: A Generalized Seven-Stage Safety Assessment Process

Scoping the assessment
[
Modeling the nominal system
|

ITERATION Identifying hazards FEEDBACK
To
|

Operations,
Assessment,
Combining hazards into a risk framework and Design

|
Evaluating risk
Supporting risk mitigation

Confirming actual risk is tolerable or reducing

Version 1.0 8
27/10/04



The following paragraphs outline the key aspecthe$e seven steps, plus a key eighth
step of organizational learning, and begin to idgrthat techniques can be used at each
stage (several techniques can be useful in moredha stage (see Table 1).

» Stage 1 - Scope the Assessment

This stage for a development project entails treglability of an Operational Concept or
System Specification. It is difficult to conductssgm safety assessments without
knowing the system operational concept. Howeveés,not uncommon in early
assessments that the operational concept itselfiveng document and ‘ever-evolving'.
The Project and the safety practitioner must dgval&afety Plan that specifies the scope
of the safety assessment and outlines the apprdachcan include such pertinent
information as what Target Level of Safety(TLS) paurt of it) is relevant for the safety
assessment, where the system boundaries are emtsio be, and the relative focus on
aspect such as hardware, software, and human dkeofesafety. This helps the safety
assessor determine at an early stage the likeiyigges to be used, and helps the Project
Manager envision the likely safety-related resosisugch as access to operational
personnel, the need for simulations and trials, Hte Scoping stage is therefore partly
technical (identifying the likely characteristicktbe safety assessment based on an initial
assessment of the nature of the proposed chamgkpaatly administrative and

regulatory. Nevertheless, the importance of theiagtnative/regulations component
should not be under-estimated.

When a hazard arises in an existing system, thgirsgof the required assessment will
vary considerably depending on local factors andpamy procedures. Nevertheless,
there will still be a need to consider the naturéhe hazard, and this will depend
critically on the tool or technique to be used. nMi&azards that arise in existing systems
may be Human Factors-related, yet tools for recgythcidents, etc. often record too
superficially the information required to scopdwedy (see however HERA-JANUS in
the Toolbox section). Therefore, safety issuesrayig existing Operational Units, often
will require an initial scoping investigation,; tallg with operational personnel to better
understand the issue. The TLS may still be usetdmowe often if it is a local issue,
safety assessment and interventions may be moliéadjua in approach. They may for
example identify the hazard and move straight teeldping mitigation measures, after a
gualitative assessment of the risk.

Outputs:Safety plan; assignment of safety/risk criterig (€TLS)

TechniquesScoping does not always use defined techniquesiay be informed by
assessor judgment and incident/accident experianckprior practice in a related area;
the TOPAZ accident risk assessment methodologyatsaybe used. The approach will
depend on local adaptation and the organizatioafst$ Management System (SMS)
The FAST methodology helps scope the assessmaeatdfioyng Areas of Change in the
Concept of Operation.

» Stage 2 - Modeling the nominal operation
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Safety Assessment is ‘transitive’ in nature — guiees an object, something to analyze.
This is often not realized by non-safety practiéim There is therefore a need to learn
about the description of the operation and systsrisshould work or function; this
being the nominal ‘model’ (how the system shoulda), from which the ‘risk’ model
(how it can fail, and how it can be ‘recovered’hdze developed during and after the
hazard identification phase.

There are various ways of modeling an operatiorsfitnssequent safety analysis, and
indeed often this is done by the Project or Prograamy case. Examples are Functional
Block Diagrams or Use Case Modeling. In some cages;ial modeling approaches
might be required such as Task Analysis for moddhuman interactions. Some of these
are considered in the Toolbox section. These teciasi are effectively abstractions of

the system from a particular viewpoint, and soekact safety modeling requirements are
a function of the aspects on which the safety gracer intends to focus on.

For existing systems, paradoxically, there maydalvstraction of the system available,
particularly for the human (i.e. controller) taskievertheless, the safety practitioner will
usually find it necessary to construct a represemtaf the system to properly assess it,
and so techniques such as task analysis can bdarssech purposes. The advantage for
the safety assessor with existing systems is dft@nobservation is feasible, and fewer
assumptions have to be made, since the assesssingaly interview controllers or pilots
or other operational experts.

Outputs:Description of operations and systems used.

TechniquesHierarchical Task Analysig,OPAZaccident risk assessment methodology,
and SADT. Additionally a number of other system rloth techniques exist, but these
vary in usage in ATM, and ATM is in fact still exaplng best techniques to use. This area
will therefore be redressed in later versions o thport.

« Stage 3 - Identify hazards

Probably the most critical stage in safety assessmdazard identification and risk
assessment. Such risks include those that may ¢enfaomn the Operational Concept
itself; e.g., related to proposed hardware, sofwarocedures, and/or human elements.
These may relate to ‘external events’ in the emvitent (e.g., bad weather), or to failures
or events in other systems that can affect theesysinder consideration. One of the
difficulties of hazard identification in ATM apphtions is that it is effectively a globally-
interoperable system. This means firstly that dif§cult to know when a hazard
identification exercise is complete. Secondly, gams that there is much to consider,
especially in terms of interactions of system eletsieCertain failures (e.g., power
supply) will affect multiple systems, and loss efykdata similarly can affect different
systems in different (and sometimes unexpectedswhlyese are called common cause
failures (identified by Common Cause Analysis), agldte to what are called
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‘dependencies’ between systems, and can lead ¢atm&w failure outcomes or elevated
failure frequencies, so they need to be identified.

Most hazard identification techniques fall into teategories, namely single-assessor and
group-based approaches. The single-assessor appreaally entails rigorous analysis

of all aspects of a system according to a faileteedule or list of failure types. Some
techniques are specifically aimed at certain haggres (e.g., human error) whilst others
are generic across different hazard categoriesgiidng-based hazard identification
approach involves doing this with a group of expesther one or two assessors. The
main challenge for both approaches involves slgftire boundary between imaginable
hazards and unimaginable hazards.

In addition to hazard identification by expertsrhis the option to use recorded
observations, either from actual operations (egjng databases such as ASRS or radar
track data) or from real-time and non real-timetgations. The former should ideally
always be consulted when conducting hazard ideatifin, to see if past experience can
offer information about likely hazards and hazagiactions. The latter (real-time
simulations and/or non-real-time simulations in@vgting human performance models)
can similarly be used to identify hazards in op#itglof a system, and can gather
insights about potential errors that could conteéltio hazards. They can also of course
identify ways to mitigate or control hazards.

In current operations and systems, hazard ideatifin is sometimes the starting point,
since a series of hazard-related incidents may beverred due to certain causes. The
safety practitioner’s job is then to investigategé incidents to find the complete set of
causes, as well as possible alternative hazartisab&l arise, and derive mitigations to
reduce incident rate or severity. Although suclestigations will not usually follow a
formal safety assessment pathway, some of the ispadsican still be helpful to ensure
that the specialist or practitioner has a complei@erstanding of the hazards, risks,
causes, and contributory factors.

Output:Defined hazard set

TechniquesAir Safety Database, ASRS, Common Cause Analisiternal Events
Analysis; FAST; FMECA; HAZOP; Human Factors CaB®PAZ accident risk
assessment methodology; TRACER-Lite, PDARS

» Stage 4 - Combine hazards into a risk framework

This stage means developing a way to aggregatdiffieeent identified hazards and their
contributions to accident sequences into a riskehatith which the total risk due to the
proposed system or change can be evaluated. Hge st necessary in all but simple
systems or narrowly-scoped analyses, because a#ieeitvibecomes difficult to weigh up
the different identified risks and their various@ent sequences, and in particular to
determine if the risks will be within the Targetvet of Safety selected.

Version 1.0 11
27/10/04



Typically, at the top level of a risk model theseai logic diagram such as a fault or event
tree, which models respectively the causes of antgusually a specific hazard), the
resultant consequential pathways after an evenaamdlision risk model at the end of
the pathways. These logic diagrams define accordirstyict rules how events can link
together to cause a hazard, and how such hazardsthar propagate to accidental
consequences (such as mid-air collision, runwayrsion or Controlled Flight into
Terrain), or else safe states (via mitigationsadety nets). Such ‘trees’ can become quite
complex, and usually they are analyzed by speetg#bigned computer tools.

Since levels of risk are influenced (possibly gagignificantly) by dependencies and
common cause failures that exist between diffgpants of the risk model, risk modeling
should include a dependency analysis (e.g. goirguth the risk model identifying
common elements and dependencies in particularotrating on ‘AND’ gates if using
fault trees, for example).

A complementary approach is to make use of a MGatdo simulation model which
allows to evaluate multiple dynamical and depenggents, ‘non-nominal’ scenarios,
and permutations of such events and scenariogpandke effective use of a larger
variety of qualitative and quantitative input déag. human performance models). Such
an approach is also more powerful in providingghsin the effectiveness and
sensitivities of the interplay between multiple lama and systems involved in the
operation (e.g. controller and pilot, aircraft gyas, ATC system). If properly applied, it
can make assumptions explicit and with this makeMionte Carlo simulation results
open to scrutiny by operational experts.

The result is a risk model that encapsulates datesethe different hazardous and
recovery events into a homogeneous model. Thigwmisttel can then be quantified (this
process is called ‘evaluation’), delivering notythe overall risk estimate, but also the
ability to determine which elements in the operatiwe most safety critical. This then in
turn points the way towards risk mitigation. Thekrmodeling is therefore one of the
most critical parts of the overall safety assessmpescess.

Output:Risk Model

TechniqguesBow-Tie;Collision Risk Models; Common Cause Analysis; Evress;
Fault trees; Human Performance Simulation; TOPAZident risk assessment
methodology.

» Stage 5 - Evaluate Risk

Having developed a risk model that is logic-basadi@ simulation-based, the next stage
is to determine the quantitative properties ofrtble model — in particular how often the
various events are likely to occur. In some cadatgbases will exist which can give such
information, e.g. the likely time before failure @radar screen, or the probability of a
communication error between controller and pilotother cases, there may be
technigues to estimate such values.

Version 1.0 12
27/10/04



When failure data are collected for a componentooa particular human task, there will
always be some uncertainty in the data derivedtallimits on data samples, and due to
slight performance differences between the samegoasnts, and rather large potential
differences between individual human ‘componefitsérefore, having amassed the data
required to ‘evaluate’ the risk model, considenasiof residual bias in the data-set and
uncertainties, and how they can interact, shoutdiiocT his requires expertise, but
represents good practice for safety assessmergartioular, if there are too many
uncertainties in the data, then comparison agaigsiantified Target Level of Safety will
be unreliable. For those parts of the tree whesienalation model has been developed,
large scale Monte Carlo simulations and sensitiaitglyses are performed and
documented. In addition, a formal bias and unaetigaassessment method can be
applied.

Where no databases and no appropriate techniqiststaere can be recourse to expert
judgment, using formal procedures and validategedspHowever, because expertise is
known to suffer from biases, and since by definitaxperts on the failure behavior of
future systems have limited expertise, expert juelgnprotocols must include means for
detecting biases and incoherent judgment, and hejeeting the results should the
expertise fail according to certain quality crigeri

On those places in the tree for which Monte Carwtations have been performed, it is
also possible to compare the results of the sinwnahodel with the experts judgment
and, in case of differences, to discuss this Withexperts. This often will lead both to
better expert judgments and to a better simulatiodel.

The quantification of risk is unfortunately someggrseen as a ‘numbers game’, relying
on guestionable data, crude modeling of scenardsabsequent simplistic
mathematical treatment. However, it is relevardnt out that a number of accidents
have been predicted beforehand, but ‘without thletmmumbers’, hence underestimating
their risk, and thus remaining unprepared for @@dent. This could be seen as
reinforcement of the position against quantificatibowever this would be short-sighted.
Most accidents are complex and involve both relatedl unrelated factors and events,
difficult to predict outside of complex risk modeadj. Without quantification, such
accidents tend to be assumed to be rare or ndgliglbe to a natural human bias called
‘conservatism’). Therefore, the drive instead stidnd to derive better numbers by
collecting and sharing event and incident datahabwhen accident sequences are
identified, their likelihood is accurately predidte

Output:Evaluated Risk Model; identify and evaluate deenies, evaluation of risk
against target criteria; risk-informed decision-mngkbecomes possible
TechniquesASRS; Human Error Database; Bias and Uncertaisgedsment; Collision
Risk Models; Common Cause Analysis, FAST; TOPAZdeat risk assessment
methodology; HEART.

» Stage 6 - ldentify potential mitigating measuresda reduce risk
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This stage involves four main steps. The first $$ep consider whether risk reduction is
required, i.e. whether the safety target criterearaet. This sets the initial obligation to
reduce risk, and tells the assessor the size aftthlenge ahead (particularly if the target
level is not met). If the risk is in the broadlycaptable area the risk level is such that
effort to achieve further reductions is likely te grossly disproportionate (although the
duty holder is still expected to demonstrate tHighe risk is seen as being ‘tolerable’,
no risk can be accepted unless reduced as faassably practicable. Therefore this
first step is concerned with whiadustbe done, and then whstiouldbe done to reduce
risk and increase safety.

The second step is to determine where the majarezieof risk is coming from, i.e. what
part of the risk model is contributing most riskig'is the natural target for reduction.
Some techniques (e.g. Fault Trees) can automatigatierate a prioritized list of the
events in terms of their contribution to risk. Tthed step is then to support design
developers in identifying potential mitigationsaranges that could reduce risk.
Sometimes the major element of risk cannot be atitig), so other lesser elements must
be tackled, which together would lead to the resplinisk reduction. The fourth step is
then to re-calculate risk, having adjusted eitherrhodel or the quantitative inputs
according to the mitigations developed (called tyafequirements) to verify that the
system is acceptably safe. A word of caution heteat it is easy to over-estimate the
impact of reduction measures and mitigations, dsliais easy to overlook unforeseen
interactions and problems associated with the atibgs themselves. In fact in several
industries after the identification of reductionasares or mitigations, it is a requirement
to do further hazard identification to detect suaplanned interactions, followed by re-
guantification of the risk model.

Another aspect of this stage concerns trackingysatguirements and assumptions. For
design and development projects, these may ocairaokong timescale. This means that
either there will be several safety cases duriegdévelopment life cycle, each becoming
more detailed as design detail increases, or leésedfety case work may be more of a
continual and iterative process, gradually leadig definitive safety case. In either of
these situations, there is a need to track thes&ésty assumptions and requirements as
they are made by the project, and ensure thatategnacted in the actual design of the
system. This may mean that there are key trainmpaocedural assumptions, or
requirements concerning the Human Machine Interfeidél), or key performance
requirements of equipment that need to be assumeteated during equipment or system
performance simulations or trials. Furthermore,dasigners and developers may realize
later in the process that they wish to change icedisign parameters, and will want to
know the impact on risk. A mechanism for enabling impact of such changes to be
rapidly seen is therefore desirable. Such a haaaddequirements tracking and impact
evaluation technigue has indeed been developed;antherefore be used to keep track
of all requirements, make sure they happen effelgtiwet to allow some flexibility so

that safety is not seen as a designers’ ‘strakggc

Output: Potential mitigating measures to reduce risk
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TechniquesHAZOP; Human Factors Case; TRACER-Lite; HTRR, Basy-TOPAZ
accident risk assessment methodology.

» Stage 7 - Confirm actual risk is tolerable or redutg

With respect to the existing systems, this stafgrseo the need to continually monitor
overall system safety performance and determitiesifvarious safety requirements are
performing their functions as expected. It requaeseans of monitoring and analyzing
resultant safety data, and then drawing lessoms fn@se data in sufficient time to react
and prevent accidents from occurring. This is nieia, and requires pre-definition of
safety parameters and events, automatic and meee@ting mechanisms, analysis
tools, and data storage and retrieval systems (keuge bases). It also of course requires
a good safety culture that will accept such momgand analysis and will act on its
conclusions, and a legal framework (a so-callest ‘qulture’) that will protect controllers
and pilots offering up much-needed safety infororattn human errors and other events
that occur. Actual collection, analysis and shaohgafety-related data allows the whole
safety framework to become a learning system, teptdi better safety data and safety
evaluation technigues, and safer systems. Expecta#ind a system for monitoring
should also be established prior to implementinghgervention in order to measure its
effectiveness and identify any unexpected effacis fsystem operations.

Output:Measurement of safety-related events & data agpreslictions
TechniquesASRS, PDARS, Air Safety Database, FOQA, FDM (dse Appendix A)

» Stage 8 — Organizational Learning through feedback

In Figure 1 there are two feedback loops — the fefers to ‘lteration’, meaning that

safety assessment is usually iterative in natudesafety assessments themselves are not
always ‘once-through’ processes. The right-handifaek loop however refers to
feedback at a more organizational level, involvimgee key parties. The first is clearly
Operations, in that hazard and risk information loarof use to actual Operational
Centers in their own safety management practicetu@ding safety-related training for
controllers). This may be of particular relevandeew for example an assessment for a
project uncovers new hazards that may apply torqtiwgects or even existing systems.
The second party that can benefit from structueediiback are safety assessors
themselves, since then assessors working on néensyssessments can see what
hazards etc. were identified, with what risk leyalsd with what mitigations. Assessors
need not be constrained by prior assessmentshbuldsbe able to view them. Therefore
a ‘library’ of safety assessments can be usefthigirespect. The third party that can
benefit from feedback are designers and develagarsw concepts. Such people are not
necessarily habitual readers of safety assessnamgjet if such information could be
presented in a usable way to designers/develofenrs they would be considering safety
aspects from a very early stage in their concaptditation processes. Safety assessment
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practice is therefore a potential source of orgational learning for the industry, which
could enhance Safety Management efficiency anatfeness. This step has yet to be
properly developed for ATM, but is a logical additito the ATM safety management
approach.

A critical component of safety is the tracking awdhlysis of safety data to enhance
awareness of potential hazardous situations. dhection, analysis, and sharing of
safety data supports the continual improvemenafdtyg in ATM. Various techniques
exist to collect, prepare, and analyze data (qtaivie and textual) to support feedback
of information to stakeholders.

Output:Better knowledge in operations, safety assessam@htiesign concerning how to
manage safety effectively in ATM.

Relevant Technique&SRS, ASAP, PDARS, FOQA, FDM, Air Safety Database;
HTRR. PLADS, GATE, Morning Report (see also Appardl).
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Table 1: Techniques in the Eight Stage Process

Operational
Data Usage
Specialised
techniques

Version 2.0
3/10/07

Scoping | System Hazard Risk Risk Risk Risk Feedback
Modeling Identification | Modeling Evaluation Reduction Monitoring
Safety [Safety Hazard tracking Hazard Tracking
Management Plan] (HTRR) (HTRR)
[TLS]
System
TOPAZ

ASRS ASRS ASRS, ASAP PLADS, GATE
Air Safety Bias & Air Safety Data Quality
Database Uncertainty Database, FOQA, | Filters, Data
Assessment FDM, PDARS signatures,
Morning Report
Real-Time Data Signatures
simulation
TOPAZ TOPAZ TOPAZ TOPAZ TOPAZ
Collision Risk | Collision Risk
Models Models
17
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5.0 Overview of Toolbox of techniques

Each of the 27 techniques selected for the too#tt®mpts to support one or more of the
eight stages in the system safety assessment pr&tsh one can also act on one or
more aspect of a system; i.e., its proceduredhuingan element (individual or team
performance), the hardware, software, or the enuient, and can relate to one or more
flight phases (ground, approach, en route) anty/laah occur during one or more of the
system life cycle phases, as shown in Figure 2ielo

Figure 2: Contextual Dimensions for System Safetgessment in ATM

% En-route
=
Q- Approach
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= [ =
P 5 2 8 2 2
..g I W a O uw
&0‘9 ATM elements
o Definition
® _
‘@ Design
Q@ Impliementation
Operations and maintenance

In fact most techniques can relate to multiple atgpef the above three dimensions, but
usually not all. Therefore, the following matrixgfle 2) is aimed at helping the user
make an initial selection of techniques from th@lbox. The matrix therefore lists the
function of each technique and its applicabilitghie system life cycle. It also lists what
resources are required in terms of expertise @. dat
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Table 2 - Matrix of Techniques

Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements

1 | Air-MIDAS Simulation of Evaluating Human-machine| Design and Detailed Air-MIDAS

human-system | impacts of interaction Operations analyses of tasks expertise;

interactions changes on and interfaces; | domain
human-system data input to Air-| knowledge
performance MIDAS model

2 | Air Safety To provide Maintaining a Emphasis is on | All Stages Multiple data | Statistical and
Database world-wide large / consistent accidents and sources flight operational

statistical data | set of multi- serious incidentg expertise
for aviation source data
safety studies
3 | ASRS [Event A database of | Provide a Identify systemig System design. | Fill out an It is generally a
data collection] | confidential, continuous issues deserving Can capture incident report | standalone
voluntary reportg indicator of of further information on | form that can be| technique, easy
of aviation system investigation for | system and downloaded to understand
incidents. performance operational equipment from the ASRS | and use.
from the significance and| design and web site Updated
perspectives of | causations implementation. versions of the
all of its However, database are
operators majority of publicly
reports relate to available.
operations and
maintenance.

4 | Bias and Determination of| Evaluation All aspects All stages Statistical Statistical and
uncertainty confidence in guantified in risk properties and | reliability
assessment risk estimates model expert engineering

knowledge of expertise
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements
data used in
evaluation
Bow-Tie A fault tree Combine All aspects Late Concept Identified Safety or risk
Analysis leading to a hazards into a | represented in | design stage hazard, causes | assessment
hazard, then risk framework | the bow-tie onwards and outcomes | expertise
leading to to guide risk
outcomes via mitigation
event tree
pathways
CCA (Common | Identify and Hazard All system Usually detailed | Operational Safety or risk
Cause Analysis)| evaluate hazards identification aspects design stage concept, design | analysis
with a common onwards information, expertise
or related system definition
(dependent) and inter-
cause relationships, use
cases (scenariog)
Collision Risk | Mathematical Evaluate Two passing or | Concept Airspace design,| Mathematical
Models model evaluating collision risk in | crossing aircraft | onwards traffic modeling
risk of mid-air scenarios throughput and | expertise;
collision or patterns, aircraft| collision
flight into terrain behavior, modeling
weather domain
assumptions knowledge
(ETA) Event Determination of| Hazard All system Late Concept Scenarios and | Safety and risk
Tree Analysis possible identification; aspects stage onwards | system analysis
outcomes risk evaluation knowledge; expertise;
leading from an event analysis | domain
event or hazard knowledge
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements
9 | External Events | Determining Hazard Mainly Late Concept Operational Risk analysis
Analysis how events identification environment Design stage Environment expertise;
external to the onwards description; domain
system can affeqt system knowledge
risk knowledge;
event analysis
10 | FAST Method | Expert group Hazard All system Design Concept of Domain and
(Future Aviation | hazard Identification Operations safety
Safety Team) iidentification of changes experience;
changes (planned ord expert group
hoQ facilitation
11 | FMECA (Failure| Identify failure | Hazard Hardware Late hardware | Detailed Risk and safety
Modes and modes, and identification design stage hardware analysis
Effects controls to onwards knowledge expertise;
Criticality reduce risk domain
Analysis) knowledge
12 | FTA (Fault Tree | Determining the | Hazard All system Late Concept Detailed system | Risk and safety
Analysis) possible causes | identification; aspects Design stage knowledge; analysis
of a hazard, risk evaluation onwards event analysis | expertise;
whether single domain
or multiple, knowledge
related or
unrelated
13 | Future Flight High fidelity, Study proposed | Validate airport | Operations and | Scenario FFC provides
Central human-in-the- | changes for design plans and maintenance descriptions for | personnel
loop Air Traffic | improved airport| procedures for new designs and experienced in
Control Tower | safety and human factors. procedures. high-fidelity
simulator capacity. simulations
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements

14 | HAZOP (Hazard| Identifying Hazard Usually all Concept Group of experts Risk analysis
& Operability hazards, their | identification; except software | onwards (eg safety, (HAZOP)
Study) implications and| risk evaluation; | (unless aviation/ATM; | expertise;

mitigations using risk mitigation | specialized for designer; Human domain
a structured this purpose) Factors); system| knowledge
brainstorming description and
approach operational
concept

15 | HEART Quantifying the | Risk evaluation | Human Late Concept Task analysis | Human
(Human Error | likelihood (individual or design stage and appreciation| Reliability
Assessment & | (probability) of team) onwards of likely error Assessment
Reduction human error forcing expertise
Technique) conditions (HEART)

16 | HERA (Human | Retrospective | Incident analysis| Human Design concept | Functional task | Human Factors
Error in ATM) and prospective | method (individual or and operational | analysis expertise

analysis of providing team)
human error insights into the
probabilities cognitive

processes of

controllers

during incidents.

17 | HTA A systematic Learning about | Human Late Concept Domain Human Factors
(Hierarchical means of the human tasks| (individual and | Design stage knowledge; expertise
Task Analysis) | identifying the | at the beginning| team) onwards operational

human roles in | of a safety concept;

the system analysis simulations;
access to expert
on how the
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements
system will be
operated
18 | HTRR — Hazard | A means of Risk evaluation | All system Concept design | All hazards Safety
tracking & Risk | tracking and and mitigation; | aspects stage onwards, | identified from | assessment and
Resolution managing all safety though may stop whatever source} management
identified risks | monitoring also at the end of the expertise; projec
during the possible design phase management
design life cycle (i.e. notin expertise
operations).
19 | Human Error Quantifying Risk evaluation | Human Late Concept Human error Human
Database human error (individual and | Design Stage data collected | Reliability
probabilities for team) onwards either from Assessment
human-related actual events expertise
events and (e.g. incidents)
recoveries or simulations,
identified or formal expert
judgment
sessions.
20 | Human Factors | Determination of| Hazard Human Concept Design | Group of Human Factors
Case Human Factors | identification; (individual and | stage onwards | experts; domain | expertise; exper1
needs to achieve risk mitigation | team) knowledge; group facilitation
sufficiently safe operational expertise
performance concept
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements
21 | PDARS Collect, process,| Provides a Primary focus is | Entails an Access to raw | Training is part
(Performance and archive variety of tabular on procedures &] iterative process| data is of the PDARS
Data Analysis | operational data| and graphical organization. Starts with initial| automatic. installation.
and Reporting | from each of the| reports on traffic definition based | Reports are Generally,
System) ATC facilities. | counts and flowsg on user-needs | designed and capability with
Provide daily specified by, and study, followed | customized to | Microsoft Excel
reports to each | customized to, by design and | user’s is sufficient.
facility of the facility. implementation | requirements;
previous day’s for evaluation, | easy to
performance. feedback, and | understand and
redesign. manipulate
22 | SADT System Provides a All system Technique can | Mission scenarig System and
Functional rigorous, aspects be required as | based on Safety expertise
Model disciplined early as the Concept of
approach to scope and Operations
achieve modeling phase
understanding of of the life cycle.
user needs prior
to providing a
design solution.
23 | SAFSIM Real-time To take Human Mid-way Hazard analysis | Human Factors
Simulation of measures during (Individual or through Concept or operational expertise
Human in the real-time human; Team) development incident data
loop in-the-loop
simulations to
derive safety
insights
24 | SIMMOD Validated High-fidelity, Model complex| Definscope of | Scenario High level of
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements
simulation of fast-time interactions study, design definition of expertise in
airport and simulation of among ATM solutions, proposed ATM systems
airspace current and systems, implementation | changes
operations proposed airport| disruptive procedures, and

and airspace events, and optimization
operations. human resources
and activities.
25| TOPAZ Scenario and ATM safety / Holistic All stages Access to Safety analysts
accident risk Monte Carlo capacity approach operational and Operational
assessment simulation-based assessment including experts; domain | experts. For an

methodology accident risk organizational knowledge, extension of a
assessment of a safety statistical data | TOPAZ
ATM operation simulation

toolset,
Stochastic
analysis and
Cognitive
psychology
expertise is also
required
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Tool Short Function System focus Life cycle Input Expertise
description stage(s) requirements requirements
26 | TRACER-Lite — | Determining the | Hazard Human (mainly | Late Concept Task analysis, | Human Factors
Technique for | human errors identification; individual Design stage domain and safety
Retrospective and recoveries | risk evaluation | interactions) and onwards knowledge expertise;
Analysis of possible in (via the procedural domain expertise
Cognitive Error | human-system | Recovery
interactions Success
Likelihood)
27 | Use of Expert | Application of Risk evaluation | All system Concept Design | Domain experts;| Expertise in
Judgment expert judgment aspects possible| stage onwards | detailed aggregation of
techniques to — often focus is descriptions of | group expert
evaluate on human or the events or knowledge and
probabilities or environmental situations to be | facilitation
frequencies of events guantified techniques;
events domain
knowledge
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6.0 Analysis of Toolbox of techniques

For each of the 27 techniques selected, a temipdetdeen produced so that the type of
information contained is similar across the whol@tox. A generic version of the
template, showing what each category is meantgordee, is shown below in Figure 3.

The following pages then give the actual templégeshe 27 techniques listed in Section
3.4. Fifteen of these templates are from [Revieweohniques for SAM, 2004], and
twelve additional templates have been produceddiioA Plan 15 members during the
research for the current report. Where referenaessed, these are to be found in full at
the back of this report. In addition, Appendix Aigs a comprehensive set of analytical
tools, also in template form, that support analysefigital databases (e.g. flight
recorded data and radar track data) and of tegatabases (e.g. ASRS and ASAP).
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Figure 3 — Generic Techniques Template

‘Name of the technique’

References used:

References to books and papers used for the assgissfhthe technique

Alternate names:

Other names or specialty names

Primary objective:

Primary objective of the technique: the originatgmse or function of the technique.

Description:

A description of the process which must be follow@dpply the technique. This
description is a digest of information drawn frame references, coupled with advice frd
those who have practiced the use of the technique

m

Process steps:

Steps required in the technique application process

Applicability
range:

Does the technique assess humans (human errornthehavior), equipment (hardware
software, including HMI) or procedures/organizafton

Life cycle stage:

Life cycle stage applicability: the earliest AN&Icycle stage at which the technique ca
probably be applied (definition; design; implemeiota operations and maintenance;
decommissioning).

n

Experience in
application to air
traffic:

Has the technique previously been applied in affitror air traffic management?

Related methods:

Alternative, overlapping or complementary techngjueg. techniques that can assist in
the quantification of the results, if the technidgself is qualitative, or techniques that ca
be used preliminarily or successively to the teghai

Availability and
tool support:

This criterion indicates that the technique is eitavailable, or else it is unavailable
because it has been discontinued, commerciallyett® one organization and not
generally available, or still at the prototype stamd not yet generally available. The
criterion also covers the availability of comput@ols that can support application of thg
technique.

Maturity:

The extent to which the technique has been deveéltgmhnically and has proven itself
useful in applications.

Acceptability:

In some cases evaluation studies of techniques e carried out by regulatory
authorities (notably the US Nuclear Regulatory Cassion) which indicate some degre
of approval for techniques which have been givesitpe evaluations. Techniques that
have achieved positive evaluations will receiveéghér rating on this criterion. This
criterion will also be influenced by the theoretidgor of a technique and the extent to
which it has been subjected to objective evaluatidimally, it covers numerical accurag
of the results produced.

D

Ease of
integration:

Does the technique easily or usually combine wétipular other techniques (e.g. in the
SAM)? This criterion also covers complexity: thetrique is relatively easy to
understand and use.

Documentability:

Documentability: the degree to which the technilgunels itself to auditable
documentation. The techniques are rated as lowr{imgahat the way the technique is
utilized is difficult to document), moderate (meagihat the technique provides sufficig)

Nt

documentation to be repeatable), or high (indicatirat all assumptions etc. are recordgd,

and that in addition the documentation will be dsdor future system operations and w|

technique, such that if used on two occasions dgpendent experts, reasonably similal

greatly facilitate future periodic assessments)s Thterion also covers consistency of tle

results are derived.

Advantages:

technique allows specific qualitative recommendeito be made concerning ways to

Covers how it helps ATM safety assurance, qualigatisefulness (the degree to which re

improve safety), and other general advantageseofiéthod, such as the extent to whic
the technique can provide useful results with keadiinformation or data.

Disadvantages:

Any restrictions on applicability, e.g. problem lecaenerality, accuracy, ease of use, G
availability, maturity, use of resources, data regjuents, etc.

Dst,
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1. Air MIDAS

Air Midas

References used:

[Corker 03]

[Corker,02]

[Blom,Corker et al]]
[Laughery,Archer, &Corker, K. 01]
[Corker 00]

Alternate names:

None

Primary objective:

Used for impact analysis on the performance oflsing multiple human operator(s)
interacting with automation, complex proceduregiinTraffic Management, flight deck
systems, process control systems and decisiongaggstems. The model’s primary

purpose is to produce a prediction of the strealyebfvior that will be observed in humpn

interaction with complex dynamic systems and witheo humans. In its Monte Carlo

mode of operations (its most frequent use) the maeluces distributions of behavioral

sequences and performance times associated with #eguences. Risk or safety
assessment with respect to that behavior is basadoost hoc analysis of the behavior
sequences.

Description:

The Air MIDAS modeling framework provides interlied human functional models
which represent

e Perception for auditory and visual stimuli (thesedel describe information
seeking, and channel capacities of the human apirat

e Attention (these models represent the processsal@ftion and limits of that
selection after perception has taken place);

. Memory functions (these models represent the engahd retrieval process o
working memory and the distinction in long term noegnof procedural and
declarative knowledge);

< Cognition in the broad sense of decision makingjpaselection and knowledgd
application (Note that no learning processes argoeiied in the Air MIDAS
system);

< Aninternal world representation is provided focle@perator modeled. This
representation includes the declarative facts att@usimulation world known to)
that operator as well as the state of the procedhea make up that operators’
intention. The internal world representation distd “expectations” of the
behavior of other agents in the simulation

« Scheduling of behavior with an assumed concurrefitye activity scheduled a
a default and then limitations in that concurremsgosed by consideration of
channel capacity limits in visual, auditory, cagré ,and motor constraints.

« Queue management models are also used to guid#yaatid performance.
These include task priority, interuptability and@enmencement strategies, mo
activity accuracy as a function of the speed aayuniadeoff implicit in Fitts'
law.

These models work together with models of the dpeya&nvironment (e.g. airspace) an
other agents in that operating environment, (aigcraft and other active assets like
automation aiding systems) to stimulate activityhiea human operator agents according
coded “goals” for performance in an active enviremm

The Air MIDAS human performance models also intergith other simulations systems
for example simulations of airspace assets likeSih@mod Pro or the reconfigurable flig
simulator (RFS) to allow the more specialized exd@eworld simulations provide both
faster overall simulation speed and higher fiddlityhe Air MIDAS interaction with its
environment.

or

|=N

Process steps:

The system under study must be identified in tileviong ways.
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1. A set of tasks and scenarios need to be defined.

2. The state of current or future equipment (at leatte most general sense of
information required and control required) needbealefined. This includes th
active engagement of automation and aiding sysfenthe operator(s).

3. The human performance model depends on the develtpoha task
decomposition of the procedures and the informatguirements of a specific
task. These are identified as supporting specdagand these goals are then
decomposed to sub goals and procedures to meet goads.

4. The roles and responsibilities of the human(shangystem are defined accordifpg
to rules that are triggered by the appropriategtim the world as represented in
the external world models and in the “internal wdf the human agents. If
there are no rules to map the state of the worttidaperator’s goals, then a
knowledge based application of heuristics is uradem.

Then the model is run under the conditions spetdied the human-system behavioral
stream is produced.

Deterministic Operation: As noted the model camurein a deterministic model with no
stochastic elements active in either the humanabtpes)’ behavior or in the simulated

world. In this mode a “what-if” analysis can be fpemed with the model. That is to say
assuming all else remains the same, what woultidehange to operator(s) behavior o
introducing this change (in either procedure orijgapent or in roles and responsibilities}.

Monte Carlo Operations: The modeled system cambédar a large number of repetition
(Monte Carlo mode) with parameters of the modekedigpmance varying within
prescribed ranges. The result of these runs istabdition of system performance and gn
exploration of options. This Monte Carlo processupported by the fact that the mode
of human performance provides ranges of durationadtion and provides variation in
what action is selected to be performed based vincermental conditions and resource
constraints.

v)

System Performance Results: Analysis of the regpfierformance is undertaken to
identify:

» whether the objectives of the system are metcam.the system as modeled
perform the operations required (e.g approach andihg) successfully
according to some criteria for success,

» whether the human(s) in the system undergo hidhl¢asl in the performance gf
the system,

»  Whether there are any conditions under which tlséesy enters an unsafe or
unstable condition.

Operator performance results: The Air MIDAS systaavides the analyst access to
“internal processes” with the human operators sgmted such as:

*  Number of memory updates,

»  Number of activities begun and interrupted,

» Specific decision alternatives considered,

* Numeric estimates of workload and priority for tgekformance.

The analysis of unsafe events is then usually dakien by examining the state of the
operator in the epoch surrounding that unsafe ewettt special reference the “internal’
variables) to attempt to get a causal chain astwatisith the unsafe action.

Applicability The primary application of this system is to exaenimototype systems, new operationaj
range: concepts, new decision support tools, new aidirsgesys, display configurations etc-- fof
the full range of human-system integration. It haen used in air traffic management,
flight deck design, nuclear power plant operatloglicopter design, and emergency

operations response and more recently used to agdhme interaction of teams of humaj
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operators in complex dynamic systems.

Life cycle stage: Air MIDAS is usually used in the conceptual desiiage

Experience in Air MIDAS has been used to examine: controller{pdata link communications, CTAS
application to air operations, Free Flight safety zones, Cockpit siient turbulence detection, time-based
traffic: and Miles-in-trail metering, stability on approaelivanced automated airspace

management, European airspace analysis and UREfTaice analysis, dynamic re-
sectorization based on controller load, automatealbff between sectors

Related methods: | There are several other cognitive process andiysis that vary in the level of resolutior]
at which they operate. ACT-R and EPIC, APEX, CPKINES and Chi-Systems analysi
tools have similar focus. They have not been es¢ehsively for safety analyses

however.
Availability and Air MIDAS is a tool developed under sponsorshimirthe NASA, US Army, and FAA.
tool support: As such it is available on a limited license badie functions of Air MIDAS are being

developed for a web-based application that wilMie access via internet to the Air
MIDAS system.

Maturity: Air MIDAS and earlier MIDAS have been under devetamt since the late 80s and hag
been used successfully for analyses of aviatiogtg#br 15 years. It is a mature and
validated tool for human performance predictiorecé&t development is making the
system available for remote use of the world widdow

Acceptability: Air MIDAS has provided analytic solutions to pripel investigators in Europe, and the
US and most recently in Japan. The investigatave lboth used and validated the

model’s predictions, so the model output is acddptaThe model has not yet been made
“general-user” acceptable.

Ease of Air Midas has been successfully integrated with RANSIMMOD, RFS and other
integration: external world or human simulations. It has a ¢ledefined interface protocol.

Documentability: Air MIDAS has an extensive web-based documentatichive as well as a web-
accessible example program and the relevant rdsétm@ture based on its use.

Advantages: Air Midas can be used to simulate complex air tcaff/stems and scenarios with multipfe
human operators. Air MIDAS provides significanvadtages in examining the human
component of large scale systems. Its output bas bsed in risk and hazard analyses
and its recent developments allow large numberbi¢ms) of runs to examine rare evenfs.

Disadvantages: Air MIDAS requires a high level of expertise in hamperformance and systems
engineering to effectively model these systemserélis also a significant knowledge
elicitation process that is needed as the modgbdied to different operational concept
and as the analysis is applied to different proklem
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2. Air Safety Database

References used:

Key references:

« Airport Safety: A Study of Accidents and AvailalAgproach-and-landing Aids,
FLIGHT SAFETY DIGEST, Flight Safety Foundation, Nar1996.

e Air-ground communication safety study, EUROCONTRQQD04.

¢ Review of Air Traffic Management-related accidentsld-wide, European Aviation
Safety Seminar, 2003.

Alternate names:

NLR Air Safety Database

Primary objective:

To provide data for aviation safety analysis stedie

Description: The NLR Air Safety Database contains detailed mfation on accidents and incidents ¢
fixed wing aircraft from 1960 and onwards. The 8atse contains information on more
than 8,000 accidents and serious incidents thairced worldwide. The data are obtaing
from a variety of accident / incident data sources:

« ASRS

e Airclaims CASE

* ICAO ADREP

* Robert E. Breiling Associates Business aircraftident Data

« ALPA

¢ NTSB accident/incident database

* FAA Accident/Incident Data System database

e Air Line Safety Reports

« Accident data from accident investigation organora worldwide

e Accident/incident data from various mandatory ocence reporting systems

» Accident/incident data from aircraft manufacturers

e Insurance claims

Besides data on accidents/incidents the NLR AietydDatabase also collects and

maintains non-accident related data:

¢ Flight exposure data sources (EUROCONTROL, OAGg¢laims CASE, ICAO,
Aircraft manufacturers, Civil aviation authoritiesCl)

e Airport data source (Jepessen airport data, ICADINAS)

e Weather data sources (Met offices worldwide)

e Operator & aircraft fleet data sources (BACK awatiAirclaims CASE, Aircraft
manufacturers, IATA, ICAO)

All data can be queried separately or in a refatiovay.

Applicability The database covers a wide spectrum of aviatia@tysdata. Although the main focus is

range: on civil aviation, military transport aircraft as¢so covered by the database.

Life cycle stage:

The NLR Air Safety Database is updated frequerdingireliable sources.

Experience in
application to air
traffic:

The NLR Air Safety Database has been used in males related to air traffic.

Examples are:

e Air-ground communication safety study (EUROCONTROL)

¢ Model to assess the runway incursion vulnerabilftgn airport

« Review of Air Traffic Management-related accidewtx|d-wide

e Safety aspects of air cargo operations

« Safety aspects of crosswind operations

« Airport Safety: A Study of Accidents and AvailatAgproach-and-landing Aids
(FSF)

«  Safety aspects of aircraft performance on wet amtiazninated runways.

Related methods:

ASRS; PDARS

Availability and
tool support:

NLR safety experts within the safety & Flight Op@ras department run the NLR Air
Safety Database. Standard software tools are osggktrate the database (e.g. SQL,
DBASE, MS ACCESS, EXCEL etc).
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Maturity: The NLR Air Safety Database is the standard supmptool for many safety studies
conducted by NLR for many years.

-

Acceptability: The NLR is widely recognised by the aviation comityas a valuable source of aviatio
safety data.

Ease of -
integration:

Documentability: -

Advantages: The NLR Air Safety Database has been used in numsesafety studies directly related §
ATM. Examples are the air-ground communication tyedeudy conducted for
EUROCONTROL, the review of ATM related accidentsd dahe development of a runway
incursion vulnerability assessment model. The dealis also used to obtain data to be
used as input into different mathematical safetylete

Disadvantages: Usage of the NLR Air Safety Database requires 8ianit experience in aviation.
Detailed knowledge of aircraft operations, aircadsign, basic flying techniques and
experience in the field of accident/incident inugstion are necessary to use the databgse
effectively. 1
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3. ASRS (Aviation Safety Reporting System)

References used:

ASRS: The Case for Confidential Incident Repor@8ygtems (white paper)

Alternate names:

None

Primary objective:

The program was designed primarily to support tA& k its mission to eliminate unsafg
conditions in the national aviation system, and/en¢ avoidable accidents.

Description:

When organizations and industries want to learnenadmout safety incidents and why
people did what they did, the best approach seerbs to simply ask the participants.
People are generally willing to share their knowled they are assured their identities
will remain anonymous and the information they pdewvill be protected from
disciplinary and legal consequences. A properlycstiredconfidential voluntary, non-
punitiveincident reporting system can be used by any pexsshare this information.
Such a system has the strength and means to askegnently answer, the question of
why. There is no substitute for knowing why a systaitefl or why a human erred.

Process steps:

Fill out an incident report form, including fixetkfd and narrative information; submit the
form to ASRS within 10 calendar days of incidentutcence; receive ID strip from
reporting form as proof of submission.

Applicability
range:

The technique can assess humans (human error, haghawiour), equipment (hardwardg,
software, including HMI), and/or procedures/orgatiian.

Life cycle stage:

Design. The technique can capture information atesy and equipment design and
implementation. However, the majority of ASRS rap@pply to the operations and
maintenance stages.

Experience in
application to air
traffic:

The ASRS program has been available to ATM faesiin the U.S. for 28 years and ha
been used for this length of time.

Related methods:

“Structured callback” or survey methodology canstsa successive quantification of th
results. Reporters are contacted by telephoneswerma questionnaire based on incide
occurrence. The questionnaire probes areas of tigpesdhat may not be reported fully i
the incident report form. The survey may gathehlptantitative and qualitative
information.

s

Availability and
tool support:

The technique is widely available; incident repaytforms can be obtained by
downloading forms from the ASRS web site at htfjs¥$.arc.nasa.gov; from FAA Flight
Service Stations; from FAA Flight Standard Disti@ffices; from air carrier flight
operations offices; from professional aviation eigations; and by directly contacting ttje
ASRS.

Maturity:

The ASRS program is entering its 28th year of aj@nalt has received more than
600,000 incident reports without violating reportenfidentiality. It is a proven national
resource and is the world’s largest aviation ingctdeporting system.

Acceptability:

The ASRS program has undergone formal evaluatiathéyational Academy of Public
Administrators (NAPA) and a NASA Task Force in 1988t and again in 2001 by a

NASA task force. In each case the ASRS receivedipesverall evaluations. The main
weaknesses noted were system limitations due wirigrconstraints (inability to full-form
process more than a certain percentage of repmtsved).

Ease of
integration:

The technique is generally a standalone technapetjs easy to understand and use.

Documentability:

The ASRS system has a high degree of documenyaliilithat a record of each incident
report is produced, and the documentation is udableiture system operations. The
ASRS database currently holds more than 112,006diuh records covering the time
period from 1988 to 2004. Reports are processedjube Analyst Workbench
computerized software application, which fully domnts each incident record, and tragks
it from date of receipt to date of final processing

Advantages: ASRS reporters are forthcoming about their mistalebsthose of others. Through its
Alert Message process, the ASRS program gathefslssdety information from
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organizations and individuals and disseminatesitiidsmation system-wide. This
information includes problems with ATM proceduresidacilities. Reporters’
recommendation for improving safety are includethi; Alert Messages. Often a single
incident report can provide useful results wherdusethe basis of an Alerting Message

Disadvantages:

Information collected through the ASRS is subjestind not verifiable. It cannot be use
as the basis for statistical conclusions becausesitbmitted voluntarily, and cannot be
considered a random, representative sample. Diéztanl may also be subject to self-
reporting biases. Although mature, the ASRS syssdabor-intensive and requires exp4
analyst support for report processing. Any restic on applicability, e.g. problem scal
generality, accuracy, ease of use, cost, availgbifiaturity, use of resources, data
requirements, etc.
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4. Bias and Uncertainty Assessment

References used:

Key references:

e [Everdij&Blom02]

« [Everdij and Blom04]
Other references:

e [FT handbook02]

¢ [Henley&Kumamoto92]
¢ [Kumamoto&Henley96]
e [Nurdin02]

Alternate names:

None

Primary objective:

When risk (e.g. accident risk) is assessed ussimalation model of reality, there is
always an uncertainty as to whether the model-baskdesult is a good representation
realistic risk. This is due to the fact that durthg modeling, assumptions need to be

adopted, and values need to be given to paranfetarhich sometimes no reliable datafis

available.

In this template, the terms ‘assumption’ and ‘pagteri are used with the following
interpretation:
e An assumption describes a particular issue thats@fme reason) has not been

covered by the model of reality considered, but thay be a relevant aspect of realjty

itself. Example: ‘In the model, the pilot is assuhmst to disconnect the autopilot
deliberately’.

« A parameter is a model entity that can have aqadai numerical value. Example:
‘The reaction time of a pilot in response to a TCA&t is denoted by a parameter
Rrcas In the modelRrcashas a value of 5 seconds’.

Due to choices of model assumptions and paramatees, the model differs from reality

hence the accident risk that comes out of the model also differ from realistic acciden

risk. Some assumptions (pessimistic assumptions imzreased model-based risk with
respect to realistic risk. Other assumptions (oistimassumptions) have decreased
model-based risk with respect to realistic riske Effect of uncertainties in parameter

values also has an effect on the gap between nbedeld risk and realistic risk. This effgct

is influenced by the size of the uncertainty in plagameter value used (e.g., major

uncertainty, or only minor uncertainty), but algotbe sensitivity to risk of the paramete}
(if accident risk is less sensitive to changes raemeter, then a particular uncertainty n

the parameter value has a smaller effect on thertaioty of model-based risk).

A Bias and Uncertainty Assessment gives insightt ihe gap between model-based ris{

and realistic risk.

Description:

Bias, uncertainty and sensitivity assessment anarg term is often applied at a low
level, e.g. only the most obvious assumptions asessed individually (e.g., ‘the effect ¢
this assumption is less than 2%’), and for the ip@tars that seem most critical two othd
values are used to obtain an optimistic and a pestsc result. For particular modelling

= —h

techniques such as Fault Tree Analysis, more advbhancertainty assessment technigyes

have been developed, see e.g. [Kumamoto&HenlejHeéhley&Kumamoto92], [FT
handbook02]. These uncertainty assessments ddapaiameter values only.

A technique that evaluates the combined effeciad Bnd uncertainty of all model
assumptions and all model parameter values hasdeetoped in [Everdij&Blom02].

This technique assesses the bias and uncertaintgdiel-based accident risk, with respgct

to realistic accident risk. It follows several step
1. Identify all model assumptions adopted and idergifyparameter values used in the

model. Usually, assumptions exist of various tygesh as numerical approximation
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assumptions, model structure assumptions, assumsgdice to non-coverage of
identified hazards, etc.
2. Assess each model assumption separately on twetaspe

« Did its introduction increase model-based risk wébpect to realistic risk (i.e. i
it a pessimistic model assumption) or did it desesask (i.e. is it an optimistic
model assumption)

* By what factor did it increase or decrease risks Tactor is to be taken relative
to all factors for assumptions already assessed.

Both aspects are generally to be judged by operatiexperts

Next, model-based accident risk is compensatedlfonodel assumptions adopted,
by using the assessed factors one by one to ircoeatecrease model-based accidg
risk. For example, if the first assumption was jeddo be pessimistic by a factor 2,
then model-based risk is divided by a factor 2dmpensate for this assumption (sd
that it comes closer to realistic risk). If the @ed assumption was judged to be

pessimistic by a factor 1.5, taking account offtéor for the first assumption, then
model-based risk is divided by an additional fadtdrto compensate for this secongl
assumption.

14

3. Assess each model parameter value on two asp&éscdibility interval for the
parameter value; and Risk sensitivity, expressetthéyactor by which risk changes|i
the parameter value is changed by some normalés#drf From these assessments
particular mathematical formula (see [Everdij&Blo2jpis used to find a 95%
credibility interval around model-based risk, dadiases and uncertainties in the
model parameter values.

4. The output of steps 2 and 3 are combined to olat&%% credibility interval for
realistic accident risk, based on the model-basédvalue, the model assumption
assessments and the parameter value assessments.

To save expensive computational time, steps 2 arahde performed through qualitatije

assessments first (i.e. in terms of e.g. negligimli@or, significant, considerable, major),

after which the most influential assumptions andhpeeter values are re-assessed
quantitatively.

—

Applicability
range:

The method is applicable to all types of mathenahticodels, hence applicability
restrictions are based on applicability range efrttodel the technique is applied to.

Life cycle stage:

Any lifecycle stage in which model-based assesssran used.

Experience in
application to air
traffic:

The technique has been applied several times tplexdTM situations.

Related methods:

No specific related techniques identified.

Availability and
tool support:

The technique is publicly available. Tool suppsrtiépendent on tool support for the
model assessed: These tools should be able tomrgeumodel with another parameter
value setting. In addition, a spreadsheet couldecomiandy to keep track of and to
combine the results numerically.

Maturity:

The technique has only been developed recentlyl(20 has been applied several times
to various complex real ATM accident risk assesgmeérhe technique is being further
developed.

Acceptability:

The theoretical background of the technique has bedewed by independent reviewerp
but not by regulatory authorities. A study hasddshe parameter value-part of the
technique on numerical accuracy, with positive ltesalbeit that the test case was a
simple one [Nurdin02].

Ease of
integration:

The technique is easy to understand, howeveritires the input of various resources
and operational expertise. It can be applied toraoglel-based result, including fault tre
All assumptions on which the technique is basedisted in [Everdij&Blom02]; these
assumptions are of rather technical nature andrmmotige easily understood by non-
experts.

14

Documentability:

Since assessments of assumptions through expgdmeht are often subjective,
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assessment by other experts may lead to diffeesuoits. However, since documentabili
is reasonably high, all steps and sub-steps madegdapplication of the technique can K
reviewed (and modified, if necessary) by indepehégperts. Particular assessments th
involve running the model require an expert whowsdow to do that; however, since
this type of assessment is not subjective, a simésult should be obtained by another
expert.

At

Relevance to
ATM:

A Bias and Uncertainty Assessment is an esseméplis any model-based assessment

since otherwise there is no telling how far the eldzhsed results could deviate from

reality. General strengths of the technique desdrére:

1. It assesses and compensates for the effectsmbakl assumptions (including
parameters) adopted, not just a few of them.

2. The effects of combinations of assumptions on igleresult are taken into account.

3. It generates both an expected risk result, and/a &@&dibility interval for realistic
risk.

4. The results of application of the technique ard detumented, hence any
subjectivity in the results can be reviewed and iffexiby independent experts.

5. The technique can be applied at a qualitative IBrstl which saves use of valuable
resources.

Con's and The technique relies heavily on the following reses:
resources: e Operational experts who must have a feeling foaiigfes in) accident risks
« An expert who is able to run the underlying acctdek model with different
parameter settings
« Statistical data (or expert judgement-based dataudable parameter values,
including credibility intervals for these data
General weaknesses are:
1. The resources required heavily depend on the coditplef the model to be assessej.
2. The assumptions on which the technique is baserhtrer technical, hence hard to
verify by non-experts.
3. The technique relies partly on expert judgementchdhese results may be
subjective.
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5. Bow-Tie Analysis

References used:

Key references:

« [Edwards99]

e [Zuijderduijn99]

Other references:

e [Bishop90]

e [Blom&Everdij&Daams99]
e [DNV-HSEO1]
 [EHQ-PSSA]

* [EN 50128]

e [GenericBT]

* [MHF-RGN10]

¢ [Rademakers&al92]

*  [SGS-FSR]

e [Trbojevic&Carr99]

e [Villemeur91-1]
Additional reading:

e [Petrolekas&Haritopoulos01]

Alternate names:

Butterfly model, according to [SGS-FSR]

Primary objective:

Bow-Tie Analysis is executed as part of a HazardbEffects Management Process

(HEMP). The primary objective of Bow-Tie Analysisto give safety experts a means tp

communicate with operational experts regardingtgdifiedings, so that these operationg

experts can identify preventive and recovery messtor hazards, while the safety expqgrts

keep a neutral position.

A Bow-Tie itself is a pictorial representation aih a threat can be hypothetically relea
and further developed into a number of consequences

Description:

For each step in the Bow-Tie, Safety analysts c@nQperational experts to systematici
generate ideas to improve safety. All safeguaridging to the hazard are shown explici
and colour coding can be used to differentiatertmeth and procedural safeguards, and
potentially the role of specific individuals or gigs. The link to the safety management
system depends on the safeguard type. If it istieahthen it might link to the preventivd
maintenance portion; if it is procedural it migimi to the training and qualification
system, and both to the ongoing monitoring andtgardigram.

Bow-Tie Analysis is a tool that has both proactwel reactive elements and that
systematically works through the hazard and itsagament. It uses a methodology
known as the Hazards and Effects Management Pr@d&ddP) ([Edwards99],
[Zuijderduijn99], [Blom&Everdij&Daams99]), which tpiires threats to be identified,
assessed, controlled and if subsequently theyeteased, to identify recovery measureq
be in place to return the situation to normal i§gible.

The pictorial representation of the Bow-Tie existseveral versions, depending on the
application and preferences of the users. Stilinast representations, the knot of the
Bow-Tie represents a Hazard, the left-hand sidgwinludes contributors leading to
threats that can cause the hazard, the right-hidedrsng includes consequences of the
hazard. To mitigate a hazard, barriers are ingatpd on the left-side and controls are
added to the right-side of the Bow-Tie.
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In one version, the Bow-Tie is produced as a coatimn of Fault Tree (which shows hOIN
initiating events and combinations of failures |¢éa@ hazard) and Event Tree (which
shows consequences of the hazard).

Initiating Events Hazard Consequences/ Event Development

Pilot Error

ATC Error Mitigation 2 Outcome
Yes I 1
Mitigation 1 | \
Pilot-ATC Yes | 2

Significant Deviatio
or Overload

Miscommunication

Procedure Inadequate

Technical (ex-scope)

| control/ barrier
External

Management Syst(-:'m—> | ! |—> | \ I—’l ] > | |

Activities/ Procedures/ Hardware ———— I£'—> \—,—T

The Bow-Tie diagram size is preferably limited tsilagle page and ideally should be kgqpt
simple, as their main function is to demonstratemaaisms and to allow staff and
managers to understand how major hazard eventsozam and what safeguards exist td
prevent them.

One qualitative decision tool is to judge the casife risk and based on whether this is
high, medium or low, then more or fewer safeguargsrequired. To ensure good balante,
the approach demands equivalent safeguards orsiateth of the Bow-Tie. This ensures
that preventive barriers as well as mitigation leasrboth exist. A good check is to list

methodically every safeguard identified in the ldZdentification and confirm that thesg
appear on the Bow-Tie relating to that major hazahis helps linking the hazard
identification to the subsequent risk analysis. ©tie diagram is completed it becomes
visually obvious where there is insufficient safagiing and conversely where there might
be excess safeguarding.

14

Steps: The stages worked through in a Bow-Tie are [Edw@9fis

Proactive measures:

» Identification of the hazard contributors

» Identification of the hazard initiators that coudease the hazard contributor

« Assessment of the hazard controls already in @adethe identification of additiona]
controls that may be necessary to manage the heffeddively

» Identification of the Hazard that can lead to acident

Reactive measures:

« Assessment of the Recovery measures that woulggreriate to return the situatign
to as near to normal as possible

« Assessment of the Consequences that may be indfioeutrols fail and the hazard
completes its cycle from release to result

« ldentification of the Mitigating measures that mbsttaken to reduce to a minimum
the effect of the consequences upon the compantha&ngkeople involved.
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A representation of these steps is provided byiguge above, which is from
[Edwards99], [Blom&Everdij&Daams99], and which htag shape of a Bow-Tie.

Applicability
range:

The technique can incorporate technical systerarfgilas well as human error. Also
inadequate procedures can be incorporated in thigsas.

Life cycle stage:

Bow-Tie analysis can be used in the definition @sign stages, in order to link hazard
causes to their consequences. During later stagas be used to assess whether
preventive or mitigating measures have been puyigstpinto place.

In the definition phase, the Bow-Tie is used frdma keft to the right (the left part being
limited) to identify the consequences of a hazhadyever, it can also be used from the
right to the left to identify the worst credibleseaand consequently allocate a safety
objective to the hazard knowing its effect’s maximtolerable frequency of occurrence

and the success/fail rate of each barrier. Théhdrdesign phase (understanding what qan

cause the hazard) it is used from the right tdeft¢o apportion Safety Objectives to
Safety Requirements. It is also used from thettethe right to validate that the design g
its implementation meet the Safety Objectives.

nd

Experience in
application to air
traffic:

Most applications of Bow-Tie analysis have beethanchemical and petro-chemical
industries. [Edwards99] describes its use for Shietlraft, while developing a Safety
Case for an aircraft operator. The more specifisioa that links FTA and ETA into a
Bow-Tie has been used for ATM applications.

Related methods:

Link to PRA (Probabilistic Risk Assessment based=®A/ETA) or PSA (Probabilistic
Safety Assessment). In [EN 50128], [Rademakers&a[¥2lemeur91-1], [Bishop90], a
diagram where Fault Trees are linked to Event Ttieesigh one critical event are namg
Cause Consequence Diagrams.

According to [GenericBT], the Bow-Tie Diagram comés Cause Consequence
Diagrams, Barrier and Recovery Diagrams, Swiss &h&odel (J. Reason), Fault and
Event Trees, Error Likely Situations (ELS), Acciti®mone Situations (APS), and
Influence of Human Factors and effects of Humamtstr

|®N

Availability and
tool support:

At least one supporting tool is available. SeeGhebal Aviation Information Network
(GAIN) Working Group B (Analytical Methods and Tapl

Maturity:

The Bow-Tie Diagram has evolved over the past desfidm the Cause Consequence
Diagram of the 1970s and the Barrier Diagram ofrttie 1980s. It has been most often
used in chemical and petro-chemical industries. approach has been popularised onl
recently (EU Safety Case Conference, 1999) asiatated approach for risk analysis
within safety cases where quantification is notsilue or desirable.

Acceptability:

Occupational Health and Safety (Major Hazard Faedl) Regulations state in their
Regulatory Requirements (Reg 303): [MHF-RGN10]

* The operator needs to be able to identify and wtaled the links between identified]

hazards and the control measures intended to adirese hazards;

* The operator must understand and have documergedtious types of control
measure on the facility, the means by which thérobmeasures eliminate hazards
reduce risk, and the effect the control measures ba that hazard or risk,

and refer to Bow-Tie diagrams as a simple methdthkihg and communicating the

information together.

pr

Ease of
integration:

When a Bow-Tie is used by combining Fault Trees Bwneht Trees, the ease of
construction of a Bow-Tie diagram is directly reldto the ease of constructing a fault
tree and an event tree. However, since only sifizulk trees and event trees are
commonly used for a Bow-Tie, this task is relatielss complex than for full FTA and
ETA.

Documentability:

As with fault trees and event trees, the end-refudtBow-Tie analysis can be well
documented, however, in practice, the assumptidaptad and the steps leading to the

end-results are often not described and are ndy @aslited by independent experts.
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This approach lends itself well to risk communiecatiThe format is not overly complex
and non-specialists can understand the approathafsiguards relating to the hazard age
shown explicitly and color coding can be used féedentiate technical and procedural
safeguards, and potentially the role of specifaiviuals or groups. [DNV-HSEO1]
Advantages: The Bow-Tie approach has become an increasinglyncamtechnique to identify under-
controlled areas of the overall system. A key biemethe ability to link the assessment fo
the activities required to control risks and thedafer safety management system [EHQ
PSSA]. Other general advantages are [DNV-HSEO1]:

It is good for awareness, education and commumoicati

The full range of initiating events is shown

The intervening safeguards are clearly shown

The actual way in which these combine and escaatearly shown

The consequences side shows barriers in an equivaknner

The many possible consequence outcomes are defined

The linkage of the barriers to the safety managémsgsiem can be made explicit
Once a good Bow-Tie is produced, the resourcedrestjto use it in communication
with operational experts are rather limited

O N oA WNEE

Disadvantages:

Some weaknesses are:

1. In ATM it is not always possible to think in a fikesequence of events to define a
Bow-Tie.

2. Semi-quantitative approaches to risks, such as B@wAnalysis, are not normally
suitable to evaluate the acceptability of the rigksey are optimised to highlight the]
safeguards that are in place, and to ensure thitabRusafeguards are considered fd
each hazard. By themselves, they do not providamagwork to evaluate whether th
selected safeguards are sufficient. [DNV-HSEO01]

3. The technique does not help identify common caoféalures or links between
barriers or design elements.

4. The “distance” between the hazard (at the boundftlye operation being assessetilj

.

D

and the end effects has an impact on the effeasgnf the technique when trying
allocate a safety objective to the hazard (in thetk
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6. CCA (Common Cause Analysis)

References used: | Key references:

* [ARP 4754]

* [SAE2001]
Other references:
» [DS-00-56]

e [Dvorak00]

* [EN 50128]

* [FAAQO]

e [Lawrence99]
*  [MUFTIS3.2-1]
e [OST]

e [2293,2>97]
e [Sparkman92]
*  [SQUALE99]
e [Zio02]

Alternate names: | Sometimes referred to as another name for ZonalyAisa

Primary objective: | The purpose of CCA is to identify any accident ssmes in which two or more events
could occur as the result of one common event. 8khesmmon causes or events may repult
from a common process, manufacturing defect, a cominuman operator error, or somf
common external event. Common causes are presalmast any system where there i
any commonality, such as human interface, commsln tnd common designs, anythinp
that has a redundancy, from a part, componentsgst®m or system. In hardware
systems, common causes typically deal with physocation and manufacturing
characteristics such as common subjected envirotsmneire routing through a common
connector, common design processes that introdgeaeric design defect, or
susceptibility to common calibration errors becaaiskefective instrument (or procedure
was used during installation or maintenance. Ifgfabability of a common cause is
significantly greater than the probability of tleotor more resulting events occurring
independently, then the common cause could be partant risk contributor.

Description: Common Cause Analysis exists in different versions.

In [ARP 4754] (frequently referenced by other doemts), CCA is said to be a generic

term, subdivided into the following three areastoidy to aid in the assessment:

e Zonal Analysig(generally named Zonal Safety Analysis in aviopiegich should
examine each physical zone of the aircraft to enthat equipment installation and
potential physical interference with adjacent systelo not violate the independend
requirements of the systems. An important aspetieisdentification of interfaces arjd
interference with other parts of the system. Za&allysis is used to identify source
of common cause failures and effects of componamthieir neighbours. It is an
analysis of the physical disposition of the systamd its components in its installed pr
operating domain. It should be used to determip&ha consequences of effects of]
interactions with adjacent systems in the same dorbaThe safety of the
installation and its compliance with relevant stamis and guidelines. c) Areas whefe
maintenance errors affecting the installation neyse or contribute to a hazard. d)
The identification of sources of common cause faile.g. environmental factors. e
Transportation and storage effects. [DS-00-56], fMUS3.2-1]

« Particular Risks Assessmggbmetimes referred to as Environment-related Comng
Cause Analysis), which should examine those comevents or influences that are
outside the system(s) concerned but which may tééfalependence requirements.
These particular risks may also influence severakg at the same time, whereas
Zonal Safety Analysis is restricted to each spedifine. Some of these risks may ajso

D
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be the subject of specific airworthiness requireisieexamples of the risks

considered are fire, leaking fluids, loss of poaepply, loss of network connectiong,

tire burst, High Intensity Radiated Fields (HIREXposure, lightning, uncontained

failure of high energy rotating fields, etc. Ea@krshould be the subject of a speciflc

study to examine and document the simultaneouaswatling effects, or influences
that may violate independence [Dvorak00]

« Common Mode Analysior Process-related Common Mode Analysis), which

provides evidence that the failures assumed todepiendent in the system design pre

truly independent. It considers the effects of djetion, design, implementation,

installation, maintenance errors, manufacturingrsgrenvironmental errors other thhn

those already considered in the particular riskyaig e.g. hardware errors, common

type of equipment or technologies, common developnsaftware errors,
manufacturing or installation errors, common maiatece procedures or personnel
common assessment activities or procedures, emnuintal issues such as
temperature. [Dvorak00]. In [Lawrence99], the fallog steps constitute the CMA
phase: 1) Establish specific checklists; 2) Idgritie CMA requirement (through

analysis of FTA And gates or by review of spegiioduct checklists); 3) Analyse tile

design to ensure compliance with requirements;@fument the results in a CMA
report.

The output of a Common Cause Analysis thereforeides [SQUALE99]:

e From the Zonal Analysis: 1) a List of widely indeent parts (zones) of the syster
2) A list of interfaces and remaining dependenbigtsveen the parts; 3) A list of
failures of the individual parts that may have irgeaon other parts of the system.
failure modes and effects are also described.

e From the Particular Risks Assessment: 1) A desorigdf the analysed environmen
related hazards; 2) A list of the parts of the eysaffected by these hazards; 3) A

-

e

description of the failure modes caused by thegarda as well as a description of ifs

effect; 4) A description of the deviation to théial assumptions and the implication
of this deviation.

e From the Common Mode Analysis: A list of common raddilures and their effects

In [2293,2297] and in [SAE2001], the basic steps to commorseanalysis are:

1. Identify and group the critical components to beleated. These components and
their relationships can be identified using othealgsis techniques, such as FMEA
and FTA.

2. Within the groups, check for commonalities suclplagsical location and

manufacturing characteristics, common manufactueeecemmon design process thpt

could introduce a generic design defect, etc.

3. Within each identified commonality, check for cielei failure modes such as,
electrical shorts or opens, maintenance errors, etc

4. Identify generic causes or trigger events thataddesd to the credible failure modes
such as, corrosion, overheating, fire, flood, etc.

5. Based on the above, draw conclusions and make raeodations for corrective
action. Corrective actions include requirement&séagh, invoking emergency
procedures, and function degradation.

Reference [OSTI] explains how common causes caddrgified from the minimal cut
sets of fault trees (see the FTA section for anitegdn of minimal cut sets): Minimal cut
sets containing events from components sharingraram location or a common link arg
called common cause candidates. Components sltararaon location if no barrier
insulates any one of them from the secondary causemmon link is a dependency
among components that cannot be removed by a @hyscrier (e.g., a common energy
source or common maintenance instructions). Thi¢ i@ minimal cut sets are searchd
for shared susceptibility to various secondary &/éecommon causes) and common link
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between components. In the case of common causmsateon check may also be
performed to determine whether barriers to the compause exist between componenis.
Common manufacturers of components having evertsisame minimal cut set can b¢
located. A relative ranking scheme for secondagnégusceptibility can be included. In
[FAAOQ] this technique is named Common Cause FaiAmalysis (CCFA). Tools
available. See also [Zio02].

Applicability Mostly used for hardware, but can also be useddorporate human error or software
range: problems. For software, the technique is named Com@ause Failure Analysis in [EN
50128], but the description in [EN 50128] doesmention Fault trees, while [FAA0Q]

does when referring to CCFA. [Sparkman92] refel€@FA as an extension of FMEA t(
include common mode failures of redundant companent

Life cycle stage: May be performed at any lifecycle stage, from déén to decommissioning. Obviously
the most cost-effective time is early in the degigocess because of the potential
influence on system architecture. However, confiromemay not always be feasible unt
implementation is complete [ARP 4754].

Experience in CCA has been applied and recommended by the Sadfiétytomotive Engineers (SAE),
application to air in their Aerospace Recommended Practice documatit®ugh mainly in aircraft
traffic: hardware and software assessments. NASA uses CICA £987.

Related methods: | Link to Zonal Analysis (ZA), Zonal Safety Analygi8SA), Common Mode Failure
Analysis (CMFA), Beta-Factor Method, Shock Meth@dmmon Mode Analysis (CMA),
Multi-Level HAZOP (HzM), Human Performance Limitingalues (HPLV), Emergency
Exercises, Re-try Fault Recovery, Return to Mai@aration.

Related to Root Cause Analysis, Contingency Analysi

Availability and Supporting tools are available. The analysis cao bé supported by checklists.

tool support:

Maturity: CCA has been used at NASA since 1987. The CCA itsetf is probably older (older
than 1975).

Acceptability: CCA is recommended by the SAE (Society of Autom®fingineers) for assessment of
Airborne Systems and Equipment.

Ease of CCA can be integrated with and uses input fromrotlagard analysis techniques such 4s

integration: FMECA, FTA and ETA. CCA requires a deep knowledfthe development, operation,

maintenance, installation and system disposal gese

Documentability: The use of checklists ensures a systematic anaf/#ie zones of the system, the
interfaces between these zones, external eventscamchon mode failures. Justification pf
completeness of these lists and on independenaeptisns between the different partg
should be given. This ensures good documentabilitiie results.

Relevance to Common causes are often very important sourceafefyscritical situations, hence their

ATM: identification is important for ATM safety assessitse General advantages of CCA are

1. Potential common cause failures are most easihtified

2. As Common Cause Failures are addressed, one lgaons how common cause
failures will take place. CCA will enable a focus i@covery from such failures,
leading to a more resilient and robust system.

Con's and In terms of resources to be used, a CCA is geyagalte demanding.
resources:
General weaknesses are:

1. Itis a problem to be complete when addressingatiwers in ATM (due to
unimaginable common causes and a high degreeeshiitons between elements irf
the ATM operation).

2. The method is relatively unstructured.

3. Itis difficult to be used when the system analyredudes COTS (Commercial Off
The Shelf) equipment or software.

4. ltis difficult to know where to stop the analysis.
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7. Collision Risk Models

References used:

e [Bakker&Blom93]

e [Blomé&Bakker02]

« [Brooker02]

* [ICAO CRM80]

¢ [Mizumachi&Ohmura77]
[MUFTIS1.2]

e [MUFTIS3.2-11]

* [Reich64]

Alternate names:

Primary objective:

Mathematical models used in predicting risk of raideollision or collision with
obstacles.

Description:

Several collision risk models exist, amongst which:

e Collision Risk Model (CRM) of ICAO Obstacle CleatanPanel. This is a statistical
model of the vertical and lateral behavior by aifton ILS arrival path. [ICAO
CRM80]

e Gas model: Analytical accident risk model to detieerprobability of collision
between aircraft or to assess air traffic controlferkload. Based on the physical
model of gas molecules. [MUFTIS1.2]

e Generalized gas model: Analytical model. Basedhengas model, but the aircraft dp
not always fly in random directions. Aim is to deténe probability of collision
between aircraft or to assess air traffic controlterkload. [MUFTIS1.2]

« Absorbing boundary model: Collision risk model; &tebased collision risk models
assume that after a collision, both aircraft keelying. This one does not.

« Reich Caollision risk model, adopted by ICAO. Estismof the level of risk of a mid
air collision between two en route level flyingaaft under procedural control. Under
several assumptions, two of which are ratheriotiste, the model allows to calculage
collision risk from traffic factors, aircraft paraters and navigational performance.
Mainly applies to largely strategic procedures oy dynamic role for ATCos and
pilots; basic logic is “navigational errors -> madt-collisions”. [Bakker&Blom93],
[Brooker02], [MUFTIS3.2-11], [Reich64]

« Refined Reich collision risk model: Refinement aiéh collision risk model (CRM)
to evaluate risk of collision between aircraft. Regs the two restrictive Reich
assumptions by one less restrictive one. [Bakkeo%t3], [Mizumachi&Ohmura77]}
[MUFTIS3.2-11]

* Generalized Reich collision risk model: Generalmabf Reich collision risk model.
For the determination of collision risk betweerceift. Does not need two restrictivg
assumptions that Reich’s CRM needs. Used within AR Bakker&Blom93],
[Blom&Bakker02], [MUFTIS3.2-11]

Applicability
range:

For each of the mathematical collision risk modelgain restrictions of their applicabilit
apply. Appropriate application of the model witliti restrictions requires expert
knowledge.

Life cycle stage:

Concept onwards

Experience in
application to air
traffic:

Ample experience in applications to air traffic Appto all these models

Related methods:

TOPAZ, ETA

Availability and
tool support:

All are publicly available in literature.

Maturity:

All models are mature

Acceptability:

All models are well accepted
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Ease of Significant level of mathematical expertise is riegd to judge the precise integration ofja
integration: model within a collision risk assessment.
Documentability:
Advantages: ICAO supported modeling approach
Disadvantages: Level of expertise required for an appropriatednaéion
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8. ETA (Event Tree Analysis)

References used:

Key references:

e [Leveson95]

Other references:

« [Baybutt89]

* [DNV-HSEO1]

*  [MUFTIS3.2-1]

+ [Rademakers&al92]

¢ [Rakowsky]

+ [Reason90]

e [2293,2>97]

o [Siu94]

e [SmIith9697]

e [Storey96]

e [Terpstra84]

e [Villemeur91-1]

Additional reading:

e [Apthorpe01], [Bishop90], [EN 50128], [FAA0OQ], [Fa®3], [Kirwan&Ainsworth92],
[Kirwan94], [Moek84], [Parry92], [Roberts&al81], pbla93]

Alternate names:

Former name is Consequence Tree Method [Villemedi91l

Primary objective:

An Event Tree models the sequence of events thaltsdfrom a single hazard or initiating
event and thereby describes how serious consegaieaneoccur. ETA can be used for
developing counter measures to reduce the consegglen

Description:

An ETA reasons forwards, starting from the hazarihitiating event. From here on, two
branches are introduced which represent the fumatipand disfunctioning of the first
(sub)system which is designed to reduce the effiettte hazard. Each of these brancheg
splits into two branches that represent the funatig or failure of the second (sub)systen,
etc. With each branch of the thus constructeddrparticular consequence is associatetl
e.g. safe situation, minor loss, major loss, desast for a branch the functioning or failuge
of a (sub)system does not influence the furtheseqnences anymore, the branch is ng
split at that point, so that the tree is reduced.

An example event tree is given in the figure belb\ere, consequence 2 is the result of
success of subsystem S1, followed by failure ofgstem S2.

Subsystem Subsystem
S1 S2

Hazard Consequence 1

Success Success

Consequence 2
Failure

Consequence 3

Failure Success

Consequence 4
Failure

The technique is easily extended to include nomlyioutcomes of branches, i.e. branc
splitting up in three or more branches. Large ewe@s can be reduced by eliminating
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sequences whose functional and operational rekdtipe are illogical or meaningless, e.
branches that cannot occur given the sequenceanthbes that precedes it.

O

Quantification of an event tree is relatively simphnd is readily performed by hand,
although spreadsheets or computer models are gioghaused to automate the
multiplication task. A probability is associatedthveach branch, being the conditional
probability of the branch, given the answers (sastfailure) of all branches leading up tp
it. Fault trees for the subsystems above the meda the hazard or initiating event are
often used to determine these probabilities. It ease, the sum of the probabilities of
each branch must be unity. The probabilities oheadcome are the products of the
probabilities at each branch leading to them. Tim ef the probabilities for all outcome
must be unity as well. This provides a useful chackthe analysis. [DNV-HSEO1]

There have been cases in which a continuous randaable (instead of a binary event
outcome) has been introduced in an event tree Han@5]. This analysis uses a
continuous conditional probability density and pd®s continuous joint distributions.

In [£X93,>297], the basic steps to constructing an eventaree

1. List all possible hazards or initiating events, &ased on review of the system desfgn

and operation, the results of another analysis asdAMEA, Hazardous Operations

Analysis, etc., or personal operating experiencgliaed for a similar system

Identify functional system responses

Identify support system responses

Group hazards or initiating events with all respens

Define accident sequences, using the structune theifigure above. At the end of

each sequence is an indication of the consequénaesan be expected

6. Probabilities can be assigned to each step invbietéree to arrive at total probability
of occurrence for each accident sequence.

First a Functional event tree can be built, th&ystem event tree.

ok wn

In large scale risk studies often the terms SmadnEtree/Large Fault tree (SELF, also
called Fault tree linking) and Large Event tree/$iRault tree (LESF, also called
Boundary conditions approach) are used [Siu94].

Applicability
range:

The technique is universally applicable to technsyatems of all kinds, with the
limitation that unwanted hazards (as well as waetazhts) must be anticipated to proddce
meaningful analytical results. In some applicatidngman error is also incorporated.
[Rakowsky] claims ETA can also handle software.

Life cycle stage:

Like FTA, ETA is most appropriate after most of thesign is complete. However, it car
also be used during definition phase to define sioteeactions between the system and
barriers, or between barriers, and to decide tolgjeictives onto some barriers such tha
they have a certain efficiency (success/failure)rat

Experience in
application to air
traffic:

ETA has been widely studied in various industrsesh as nuclear industry (its main arda
of use), offshore business, aviation. Simple etres have been used in [Smith9697] fer
an application to ATM route structures.

Related methods:

Link to DFMM (Double Failure Matrix Method), HRAE[Human Reliability Analysis
Event Tree), COMET (COMmission Event Trees), PREofRbilistic Risk Assessment
based on FTA/ETA) or PSA (Probabilistic Safety Assrent).

Sometimes, the combined use of event trees antitfaak, after a Preliminary Hazard
Analysis (PHA) is named PSA (Probabilistic SafegsAssment) or PRA (Probabilistic
Risk Assessment), [Baybutt89], [Reason90]. PSAvsrg largely spread technigue in
safety analysis of nuclear and chemical plantadidition, ETA can be used with FTA in]
the Bow-Tie Analysis approach.

Event Sequence Diagrams (ESD) form another gematalh of ETA, which are not
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necessarily restricted in their representationvehé sequences. ESDs are developed fq
each group of initiating events. Alternative susceaths are allowed, repairable systenfs
can be modeled. They can be extended to includdeatcscenarios in which the
operating crew is treated in a behavioral manniee. term ESD is sometimes used as a
label for the class of methods between ETA and ehyoanethods, which are discussed
later. An example of an ESD is given in Appendix Af [Rademakers&al92].

-

One method to quantify event trees (and, additlgnilult trees) is Phased Mission
Analysis [Terpstra84], which is reviewed in Appen@i.2 of [MUFTIS3.2-I].

Availability and
tool support:

The technique is widely available. Supporting teolist.

Maturity:

ETA was developed in 1980 and has been used wiiletye, especially in the nuclear
power industry.

Acceptability:

ETA is widely used and well accepted.

Ease of
integration:

In [2X93,2297], ETA is referred to as a technique among theemddficult. Successful
application to complex systems cannot be undertak#rout formal study over a period
of several days to several weeks, combined withespractical experience. Once mastefy
is achieved, the technique is not particularlyidift to apply. ETA can be easily
combined with FTA in various ways.

Documentability:

In principle Moderate, but in practice, the assuons made during the event tree
construction process are not commonly documentee.choice of events (primary or
otherwise) is often subjective, so event treesifigrént teams vary.

Relevance to
ATM:

ETA can be very useful to ATM applications in comdtion with fault trees. Other

general strengths of ETA are:

1. Itis widely used and well accepted. [DNV-HSEO1]

2. ltis suitable for many hazards in QRA that arigerf sequences of successive

failures. [DNV-HSEO1]

It a clear and logical form of presentation. [DN\&HO1]

It is simple and readily understood. [DNV-HSEO1]

ETA makes it possible to analyse event sequences.

Sequences of conditionally independent events edmhdled systematically.

ETA can identify alternative consequences (systamatye states) of failure.

Complex systems, made of subsystems in interacteompe described.

It is one of the most exhaustive techniques, ipprty applied.

0. Event trees are better at handling notions of tame logic than fault trees.

1. Event trees can be helpful in identifying the petitsn system features that contribuje
most to the probability of an accident, so thapstean be taken to reduce their failjre
probability

12. Event trees can be helpful in identifying top egdiotr fault trees. They can also be

helpful for displaying various accident scenarivet tmay result from a single
initiating event.

E B ©w0ANo G LW

Con's and
resources:

ETA can be time-consuming. A potential disadvantiagbat event trees can appear velly
impressive but contain serious errors. Care musaken to thoroughly review the
resulting tree against the system descriptiongjraggons and judgement factors. Due tr
the high need for resources, ETA use is reserveslykiems wherein risks are thought t
be high and well concealed.

Other general weaknesses of ETA are:

1. An event tree can become very complex, especidignaa number of time-ordered
system interactions are involved.

2. Defining the subsystems at the top of the evemt wad their order, is sometimes
difficult.

3. Static systems are also difficult to handle, sith&dr state depends primarily on
environmental events or event combinations rathen bn the component state itse

4. A separate tree is required for each initiatingngvmaking it difficult to represent

il
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10.

11.
12.

13.

14.

15.

16.
17.
18.

interactions between event states in the sepagese or to consider the effects of
multiple initiating events.

The ETA offers no help in determining whether ausage of successes or failures pf
branches leads to system failure.

Event trees are only practical when the chronolafggvents is stable.

ETA is inflexible in the sense that only non-recal#e subsystem event sequence
with non-recoverable initiating events are desdatili2ynamic behaviour of the
system in the presence of failures can not realtaken into account.

The model only consists of intended actions. Nediattention is paid to the possije
extra actions or incomplete actions, including thtaken too early or too late.
Timing issues can cause problems in event treetremti®n. In some cases, failure
logic changes depending on when the events take.pla

It loses its clarity when applied to systems tt@ndt fall into simple failed or
working states. [DNV-HSEO1]

All system events must be anticipated.

Thoroughness is based on the presumption thabadletjuences of events have begn
explored

For some systems (other than maybe nuclear powats)| there can be many
initiating events, and an exhaustive set may biecdif to determine.

Since ETA starts with all possible events and wdok&/ard to determine their
outcomes, much of the analysis is concerned widrains that have no safety
implications. [Storey96]

It is not efficient where many events must occucombination, as it results in many
redundant branches. [DNV-HSEO1]

Event trees can only address dependence in adirfashion.

Establishing branch probabilities can be very tocoasuming.

The use of fault trees to determine the probagdifor many of the event tree
branches may make it more difficult to identify amon causes of failures.
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9. External Events Analysis

References used:

Key references:

* [Region | LEPC]

* [RSC slides]

Other references:

- [DOE 1023-95]

* [NEA98]

Additional reading:

* [FAAO0Q], [2293,>>97]

Alternate names:

Natural Phenomena Hazards Mitigation, Cross boynla@zard identification

Primary objective:

The purpose of External Events Analysis is to foattiention on those adverse events tf
are outside of the system, operation or processrnstddy. These are events that might
occur outside the boundaries of the process, atttibmay be the result of a malicious
intentional act, which could have a deleteriousaoipn the process, perhaps resulting
an accidental release of a regulated substanaksodlincludes internal hazards such as

internal floods and fires. It is to further hyposhee the range of events that may have &
effect on the system being examined.

at

=)

d

-

Description: The occurrence of an external event such as angegte is evaluated and effects on
structures, systems, and components in a facilityaaalyzed. Hence it is possible to hafe
multiple external event-induced failures of strues) systems and components. It shou
be noted that current design codes for chemicagssing plants have safety factors to
allow plant equipment to withstand major externadrés (such as earthquake, flood,
tornado or extreme wind) without a catastrophitufai Thus, the major emphasis in
hazard assessments related to external eventdd®placed on mitigating the risk of &
accidental release by ensuring that there arestafielown systems and procedures or i
evaluating substitution of an inherently safer tethgy for the process.

External events usually have the potential to hecEs of common cause failure.

Moreover, they are generally less straight forwtardssess due to

e Limited data on occurrence rates due to rare nature

« Potential for complex interactions leading to diffity of modeling the effects on
systems

e They usually reflect larger degree of subjectiauinon results

« They may be seen as outside, or at the edges stdpe or the safety case, and
therefore viewed as somebody else’s problem.

An External Events Analysis comprises five basialgsis steps [RSC slides]:

1. Selection of events for analysis, e.g. [Region PCE provides a list of external
events. These should first be screened such tiede\zant list remains. The screenin
could involve checking whether:

« Event is conceivable for the site of interest (&g.site is not located near any
volcano or ocean)

» Design features preclude the event (e.g. an assorede of cooling water is
available near the site in the event of an extemiledght)

« Preliminary estimate of event frequency is lowtie&ato other events with
comparable consequences

2. Characterisation of event hazards; this involvesrdgining the relationship betweer
the frequency and the severity of the event. Theraaf hazard characterisation is
different for each type of external event. Thigpstéten requires use of specialised
expertise.

3. Assessment of equipment response to event. Olgestivo assess the conditional
probability of equipment failure as a function ekat severity. This step often
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requires use of specialised expertise.

4. Identification of event sequences, integrating fimfation about events into plant
models. Objective is to assess how equipment &slvelate to system effects. Even
trees and fault trees can be constructed to refiese effects. The sub-steps are:

« Include events for unique effects of initiator;

< Simplify models by eliminating low-probability ‘raom’ failures where
appropriate;

 Include special operator actions taken to redufeeisf of initiator.

This analysis is much more efficient if an interaaénts analysis is already compleje

or well underway, since this gives insight into onjant aspects of plant design and

operation, is gives an understanding of availabt@very actions, and there is no n¢ed

to generate entirely new models.
5. Estimation of sequence frequencies, by integratiegesults of the previous steps.

The treatment of uncertainties is a key elemeidternal Events Analysis [RSC slides]
< Due to the rare nature of events, uncertaintidezard and fragility analyses are
often very large.

« Simplifications must usually be made in assessystesn and plant responses due tp

complexity of interactions.

e Sensitivity studies can sometimes be more useéul tmcertainty analyses in
providing insights into the analysis (see Bias dmdertainty Analysis template).

« Any quantitative uncertainty calculations shouldsbhpplemented by qualitative
discussion
« ldentification of areas in which subjective judgermneas a primary input to the

analysis

< Areas in which available models and data are betido be especially weak
« Judgement regarding validity of analyses and résuliecision making

[NEA98] notes that the type of human actions thesichto be undertaken as a response

an external event may be event specific. Thudjercase of an internal fire the plant steff

may need to: (a) undertake actions to mitigatditedtself, and (b) to respond to the
internal initiating event caused by the fire. Oa tther hand, seismic events as such c§
not be mitigated and only the second type of respdgh) applies in this case.

Moreover, the operator response to external eveaisbe subject to specific difficulties,

related to the characteristic features of suchtsven

1. External events constitute Common Cause Initigfef3ls), i.e. the redundant
equipment needed for the mitigation of the everghhhave been disabled by the
occurrence of this event.

2. The information normally available to the operatoay be distorted due to the
impact of external events on instrumentation agdaliprocessing.

3. The staff can be physically affected by the exteenant (e.g. by smoke).

to

n

Consequently, appropriate modelling of human behavinder conditions associated wjth

external events is a complex task. Scarcenesseviarg data, in most cases practically
non-existent operational experience of situatidrexacteristic for conditions that may
appear upon occurrence of an external event, anithtions in simulator training to
represent such situations, are additional factongributing to the large uncertainties in
human reliability assessments.

Applicability
range:

The technique is applicable to process plants.

Life cycle stage:

An External Events Analysis can be done duringgfesi

Experience in
application to air
traffic:

External Events Analysis has been done for Nu@adrChemical industry, but
applications to ATM or air traffic situations hamet been found by this study.

Related methods:

Link to Data Security, SHA (System Hazard Analysis)erface Analysis,
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Interdependence Analysis, Change Analysis, Maxin@radible Accident/ Worst Case,
ETBA (Energy Trace and Barrier Analysis for HazBidcovery and Analysis), Scenarig
Analysis, O&SHA (Operating and Support Hazard Asiy, Systematic Occupational
Safety Analysis, ERA (Environmental Risk Analysi8JSA (Work Safety Analysis),
Barrier Analysis, CSSM (Continuous Safety SampNtethodology)

Availability and
tool support:

Supporting tools are available.

Maturity:

The technique was developed in 1992 or earlier.rélaed Natural Phenomena Hazarg
Mitigation was jointly developed by staff from EHN&tural Phenomena Hazards Safety
Program and the Office of Nuclear Energy's OffiE&laclear Safety Policy and
Standards.

Acceptability:

The Department of Energy (DOE) has issued an (fa®E 5480.28) which establishes
policy and requirements for Natural Phenomena Ha@dPH) mitigation for DOE sites
and facilities [DOE 1023-95].

Ease of
integration:

Techniques like FTA and ETA can be used in theyasigl An External Events Analysis
often requires specialised expertise. HAZOP cam la¢sa useful aid, as it allows
structured brainstorming, and thinking ‘outsidehe box’, i.e. beyond the usual barrierd
and pre-conceived failure events.

Documentability:

Documentability is moderate. The use of checkb$tgossible external events can guidg

the analysis.

Relevance to
ATM:

In other industries systems are often well-boundedy. nuclear power plants of offshor
or onshore petrochemical installations are geogdcafif bounded, and there are limited
interactions with the environment. ATM is fundanadhyt different. Each ATM system is

1%

linked with many others, and the system is in eféeglobal one. This presents a proble

when developing a new tool, for example. Where khthe assessment stop? What codld

it interact with, even if no such interaction watended? What aspects of the airborne
system should be included in the assessment s&pritd the assessment scope inclu
other future concepts under development? Quessiacis as these are not idle ones, as
often accidents can be the result of unintendeduaagticipated interactions between
systems at their boundaries, i.e. where no intemads expected, or where the assessm
assumes such considerations are outside its scopenit. There is therefore a danger o
‘compartmentalised’ safety approach in ATM, whichymmiss critical interactions with
other elements of the ATM environment. What caiséen at the time as ‘someone elsq
problem’, can then be addressed by no-one, unticaident occurs and it becomes
everyone’s problem.

There is therefore a need to consider safety issitbe ‘edge’ or boundary of the
assessment scope. This would effectively be a chrtke assessment scope, and perh
the need to either draw more into the scope, optordinate with other design and
development projects undergoing assessment toestisatrpotential boundary interactio
are being addressed. HAZOP is one of the approdbhesan be used for this type of

issue, due to its structured creative approacts ishltherefore an area for development gf

a practicable method that can fit with current dedeloping safety assessment
methodologies.

e

nt

aps

IS

Although some external events the technique wagked to analyse, such as earthquakes

and floods, are probably more relevant for ATC eyst and ATC control rooms than fo
ATM as a whole, the basic steps of the techniquedcoe applicable to external events
influencing ATM, such as weather, satellite systeansraft operators, fire, aircraft
emergency descents, etc. Hazard brainstormingosssgiith experts could prove useful
for this.

Con's and Analysis of external events often requires spexzaliexpertise.
resources:
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10. Future Aviation Safety Team (FAST)

Future Aviation Safety Team (FAST) Method

References used:

EUROCONTROL Safety Regulation Commission, ESARRs® Of Safety Management
Systems by ATM Service Providers.
http://www.eurocontrol.int/src/public/standard péesarr3.html
EUROCONTROL Safety Regulation Commission, ESARRigkRAssessment and
Mitigation in ATM.
http://www.eurocontrol.int/src/public/standard_pasgarr4.html

FAA System Safety Handbook, Chapter 9: Analysishhéjues,
http://www.faa.gov/library/manuals/aviation/risk_nzement/ss_handbook
FAST Handbook.

Website address to be inserted here as soon akblei

JAA Safety Strategy Initiative and EASA Strategaf&y initiative.
http://www.jaa.nl/jssi/profile.html

Alternate names:

Areas of Change Analysis Method for Identificatmfi-uture Hazards

Primary objective:

A “Prognostic” or “Predictive” approach that is @that discovering future hazards aris
as a consequence of future changes introduceckinsidutside the global aviation syste

Mm.

Description:

Evaluate proposed changes to the aviation systlamtify hazards that may be created
such changes and by interaction effects, and subs#ly develop and implement
mitigating actions. Definitions:

FAST Customersare those individuals or organizations that h&eeauthority to either

recommend or implement changes to the global aviatystem, or are curious regarding

changes and the possible introduction of hazards.FAST Customer can be a person,
an organization, or a consortium of organizatiarshsas companies, regulatory
agencies, or interest groups.

FAST Stakeholdersare those individuals or organizations that majnfygacted by an
envisioned change to the global aviation systerh{iat do not have primary
responsibility for the implementation of that enereed change.

=

y

Process steps:

Step 1: Responsible Party Proposes Implementation of Ch@hde the Global Aviatior

System
For the Customer

system changes they are proposing . They recotimezeeed for systematic prediction
hazards associated with changes and to design tiaaseds out of the system or avoid
mitigate the hazard. Consider who the Stakeholaéght be, then contact them. Contd
FAST for assistance.

Step 2:Clearly Define Scope of Expert Team Hazard Idaatfon Study

For FAST and the Customers and Stakeholders

Clearly define the scope of the Expert Team stullye Customer should document the
e approximate future of interest; hereinafter reféiceas the Future

« desired deliverables, including desired reportcstne

e schedule

e resources

Step 3:Assemble an Expert Team

For FAST, assisted by Customers as necessary

Assemble an Expert Team:

e 8to 10 individuals at most

¢ Individuals representing diverse perspectives

« Combination of visionary and operational experience

e Include at least one individual from each Custonaerd each Stakeholder

Customer accepts responsibility for the consequeatenplementation of global aviatioiw

—h

r
Ct

organization
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« Combination of engineering, operational, and hufaators experience
Step 4:Understand Customer Requirements and Future efdstt

For the Customer and FAST Core Team

The Customer should thoroughly brief the Expertimieand FAST to communicate tij

e

identified Future — the full scope of what theyrpta introduce in the future. Refine ahd

describe in detail the intended vision of Futuf&ee Annex Il of the FAST Methodolody
Handbook for guidelines for drafting a future saemaand an example “vision of thHe

Future.” The following items should be agreed upbthis stage:
* Desired deliverables for the hazard analysis, ool suggested report structure
* Schedule

* Resources

Step 5:Identify Hazards Intrinsic to Future (optional)

For the Expert Team

Identify the Hazards intrinsic to the Future. Bhsa the judgment of the Expert Team
and the Future, select an appropriate hazard fikation method (See Annex IV for
hazard identification techniques). ldentify “witatuld possibly go wrong?” when
implementing a future technology system, a novelragonal concept or new business

model. Hazards identified must be associated aitlear and specific vision of the Futyre

to be credible and be set in proper context. Gérard specific hazards may be related
e Systems integration gaps and overlaps

e Concept development, design, and production

¢ Human-human, human-systems, and organizationahirttens
e Procedures and training

e Intersecting futures

e Operations including maintenance

e« Decommissioning

Step 6:Identify Areas of Change (AoC) Pertinent to Future

For the Expert Team

The Expert Team (which has Customer representatslesuld review the full Areas (

Change list and make an initial assessment of wAm@@'s are most likely to be relevapt

—

—

(0}

to the generation of hazards within their Futuféis is a critically important step becayse
the change phenomena that are either ongoing btlieh@head may be important catalypts

for future hazards. The FAST should be availabtecbnsultation with the Expert Tegm

at this stage in the event clarification of specHoC’s is required.
Step 7:Enrich Hazards by Evaluation of Interactions wMtC'’s
For the Expert Team

Identify hazards generated by interactions betveeehamong Areas of Change that cogld

adversely impact the safety characteristics oRieire. The Expert Team should also

attempt to identify and synthesize unusual pattefsoC interactions that might not haye

detected if the hazard analysis had not been bneadiey examination of the AoC’s. A

fundamental premise of the FAST method is tharaugons and overlaps/gaps among jhe

vision of the Future and the FAST AoC'’s are the tii&sly catalysts for revealing and
understanding future hazards.

Enrich the hazards identified during Step 5 (oiirtya Customer PHA) by postulating kg
interactions between:

e The AoC’s and the Future

* The AoC’s and the identified hazards associated thiat Future

Interactions are those reciprocal actions or imfes between the future and the Areas pf

Change in which the future of interest is immerded may generate hazards not

Yy

otherwise identified by narrow safety analysis rodth The objective of this step is to yse

domain expertise to identify phenomena that woutgl#y or diminish the interaction

effects. Communicate with FAST and the Customereggssary to accomplish this step.

Step 8:ldentify Hazard Mitigations & AoC Effects on Mitigions (optional)
For the Expert Team
Identify potential mitigations for identified hazisrand how efficacy of those mitigation
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might be modified when interacting with future A@C’'The mitigations may be those

developed previously by a Customer or those prapbgehe Expert Team in response fo

the identified hazards.A key aspect of this stegvauating potential effect of the FAST

Areas of Change on the efficacy of proposed miibgest

Note Step 8 is optional and is to be performed at digeretion of the Custome

Mitigations for existing or potential future hazardre generally the responsibility of the

customer or regulatory entity. Expert Team analgdithe effects of AoC’s on mitigatior|s

for future hazards should be conducted only if gthstomer sees substantial value in this

activity. Such might be the case if the Customa&s hot yet performed a preliminaty

hazard assessment. In this case, the Expert Tegnberequested to undertake this wprk

and provide possible mitigation recommendations teflect interaction effects with t

AoC’s. If the Customer does not desire recommeadsitfor mitigations, simply ski

Step 8 and move directly to Step 9 of the methagiolo

Step 9:Formulate Recommendations & Identify Watch Items

For the Expert Team

As requested by the Customer, formulate generametendations. Consider hazgrd

elimination, avoidance, and mitigation strategidsthe Expert Team discovers hazajds

that currently exist, but are not widely recognizédward that information to FAST fqr

transmission to the Customer and others as appteprRecommendations should idengfy

Stakeholders that may be affected by the hazardaatidns that may be needed by fhe

Stakeholder community. If hazard prioritizationsisen as beneficial, see Annex V for

suggestions for ranking the future hazards.

Step 10:Inform FAST and Customers Regarding Results

For the Expert Team

Inform FAST regarding results:

¢ Report the following to FAST:

e Future of interest and associated AoC’s

e Future hazards and newly-discovered present hazards

e Watch Iltems

¢ Recommendations

Inform the Customer regarding results:

e Future of interest and associated AoCs

e Future hazards and newly-discovered present hazards

e Watch Items

e Recommendations for enhancements or modificatiansthe change(s) being]
proposed by the Customer

Report the following to FAST:

« Observations and suggestions regarding the FASTadet

Applicability
range:

implementation of prototype systems, new operatiooacepts, new decision support
tools, new aiding systems, display configuratimmsiering the full range of human-syst
integration, procedures and organizational factors.

The primary application of this methodology is demtify potential hazards resulting frOJn
m

Life cycle stage:

Life cycle stage applicability: primarily desigRrior to a hazard being introduced to thg
global aviation system, the FAST hazard discoveoggss attempts to identify those
hazards. FAST prognostic hazard discovery prosds$erm design processes so that the
hazards can be eliminated from the future. OutpfitsFAST analysis are intended to
prevent potential future hazards from even maieiigg or at a minimum recommend
strategies to prepare the mitigations for the idiedthazards.

Experience in
application to air
traffic:

The FAST Method has been used to perform a PredimiHazard Analysis of the
EUROCONTROL Concept of Operations for European AIRN2011. It has also been
used to understand future hazards associated wathasing flight crew reliance on
cockpit automation, a topic related to future ATitems development.

Related methods:

PHA, Brainstorming, Zonal Analysis, Event Tree Arsa$, Action Error Analysis (AEA),

Availability and
tool support:

The technique is available for use by the broadten community. The FAST
Methodology Handbook and Areas of Change repositarybe obtained from the co-chhir
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of the FAST, Rudi den Hertog atdi.denhertog@stork.coor via the FAST web site tha
will go live at the European Commission Joint Resle&enter in January of 2007.
http://fast.jrc.it/

Maturity:

Assessment of applicability of the FAST Method t6M\from ECTL ConOps 2011

hazard assessment:

* Objectives of FAST analysis largely met - benesitsafety assessment of operation
concepts demonstrated

* Involvement of all ATM actors is essential: allogifor synergies and shared
knowledge of the system components and their ioterss

« Use of operational ATM scenarios considered essehielps experts understand the
concept and improves process efficiency

* FAST method can be used for safety analysis oféufM concepts, although
further improvement and fine tuning are still netde

« FAST method can be used as part of Risk Assess@ent ESARR 4 Risk
Assessment and Mitigation in ATM) and Risk Managetr{e.g., ESARR 3 Use of
Safety Management Systems by ATM Service Providers)

Acceptability:

The FAST Method is being recommended for use dsypnary hazard analysis method
within the Single European Sky ATM Research prog(8BSAR).

Ease of
integration:

The FAST Method is relatively easy to understand @se but the validity and
applicability of the outputs depend to a large piten the proper breadth and depth of
safety experience of the Expert Team that will perf a given analysis.

Documentability:

Documentability: moderate (the technique providdigent documentation to be largel
repeatable)

Consistency: moderate. Because the domain expettse analysis team have no
operational experience with the future, the FASThuoe, if used on two occasions by
independent experts, may yield some variation érésults.

Advantages:

The FAST Method enables:

Anticipation of major safety issues right from #t@ncept definition phase

Validation of new concepts from safety perspective

Generation of recommendations for further analgsid research on specific concept
elements and implementation solutions

decision making in the planning and developmenspha

Disadvantages:

Limitations:
Non-linear increase of hazard prediction unceri@énivith time
High level of abstraction required among the Expedm
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11. FMECA (Failure Modes Effects and Criticality An  alysis)

References used:

Key references:

e [Leveson95]

« [Pentti&Atte02]

Other references:

e [Bishop90]

* [DNV-HSEO1]

e [ECSS-HSIA96]

¢ [Hoegen97]

¢ [Kumamoto&Henley96]

e [Matra-HSIA99]

+ [Page&al92]

e [Parker&al91],

¢ [Rademakers&al92]

¢ [Richardson92]

* [SAE2001]

e [Storey96]

e [Villemeur91-1]

Additional reading:

[Andow89], [CAA-RMC93-1], [CAA-RMC93-2], [DEFSTANOG], [FAAOQQ],
[Garrick88], [Henley&Kumamoto92], [MAS611-2], [Mo&K], [MUFTIS3.2-1],
[Roberts&al81], £293,>397], [Toola93].

Alternate names:

In [Richardson92] FMEA is called SFMEA, with theoESystem.

Primary objective:

FMEA (Failure Modes and Effects Analysis) and FMEQAilure Modes, Effects and

Criticality Analysis) are traditionally consider@ttiuctive (i.e. bottom-up) techniques th

[SAE2001]:

« |dentify and evaluate potential failure modes gfaduct design and their effects

« Determine actions or controls which eliminate atuee the risk of the potential
failure

» Document the process.

FMEAs are widely used in the automotive industrizeve they have served as a generd

purpose tool for enhancing reliability, trouble-sting product and process issues, and
a standalone tool for hazard analysis.

fit

s

Description:

The primary difference between FMEA and FMECA iattthe latter explicitly includes
criticality analysis for both the original designdathe final design

The results of the FMEA or FMECA are documented table with column headings su
as item, potential failure mode, potential effaxftthe failure, severity of the failure,
potential causes of the failure, the likelihoodt thaotential cause will occur (in
qualitative or quantitative terms), current designtrols, risk priority number, and
recommended actions. Checklists can be used tmaupe analysis. When system
definitions and functional descriptions are notilade to the specified component level
the initial analyses are performed to the lowestonent level to provide optimum
results. When system definitions and functionairdédns are complete, the analysis is
extended to the specified component level. In [Ratf?], [Richardson92],
[Kumamoto&Henley96], [Villemeur91-1] examples of I tables are presented.

In a FMECA, for each failure mode the probabilifyoecurrence and the criticality of
consequences is assessed (so a rough quantitatilysia is possible). There often are
four criticality rankings: safe (or negligible), nggnal, critical and catastrophic. In
[Rademakers&al92] an example of a FMECA table éspnted.
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[Bishop90] quotes ARP 926 when saying that the FMEGticality number for each
component is indicated by the number of failurea specific type expected during each

million operations occurring in a critical mode.€Ttriticality number is a function of ning

parameters, most of these have to be measureduingmoto&Henley96], the ARP 926
criticality number is given explicitly. A very singmethod for criticality determination i
to multiply the probability of component failure bye damage that could be generated
this method is similar to simple factor assessment.

According to [Matra-HSIA99], the FMECA shall contasoftware failure modes, effects
and criticalities and shall use for their estabhigimt the HSIA (Hardware/Software
Interaction Analysis). HSIA, see e.g. [Parker&ald&]obligatory on ESA (European

Space Agency) programs and is performed for aktions interfacing the spacecraft angl /

or other units. The objective of the HSIA (accoglio [Hoegen97]) is to systematically
examine the hardware/software interface of a desigmsure that hardware failure mod

are being taken into account in the software remoénts. Further, it is to ensure that th¢

hardware characteristics of the design will notseatine software to over-stress the
hardware, or adversely change failure severity wiadware failures occur. The analys
findings are resolved by changing the hardwarearsd/ftware requirements, or by
seeking ESA approval for the retention of the éxgstlesign. It can be performed for
flight hardware which will be controlled via on-brdasoftware.

The HSIA shall identify:

* The effect of each hardware failure mode on thenso€ operation:

< all disruptions to software functions for eachdedl mode

« fault which originate in hardware and are propadjégthe software whether or not
the fault affects the software operation

« method of detection of faults by software

* methods of correction/containment of faults by wafe

e The effects of software on hardware elements inofud

« potential damage resulting to hardware from inarmeethods of prevention of thes
harmful effects

« prior fault detection methods applied to the sofenMainctions.

* methods of controlling/containing the harmful efeof faults

e recovery/rollback method applied

According to [ECSS-HSIA96], HSIA shall be perform@edensure that the software is
designed to react in an acceptable way to hardfadree. This shall be performed at thg
level of the Software Requirements Document.

S

S

1%

Steps: In [SAE2001], a FMEA or FMECA consists of the falling basic steps:

1. Identify and list individual components, the fulctithey provide, and their failure
modes. Consider all possible operating modes.

2. For each failure mode, determine the effects ofdiiere on all other system
components and on the overall system.

3. Determine the severity of the failure, the potdrdguses of the failure, and the
likelihood that a potential cause will occur.

4. Identify the current design controls that will assthe design adequacy for the failuye
controls. Determine the ability of the proposedgiesontrols to detect a potential
cause, or the ability of the proposed controlsdtect the subsequent failure mode
before the component is released for production.

5. Determine the Risk Prioritisation Number (RPN) lther the severity, occurrence,
and detection rankings.

6. For the highest ranking RPN'’s, recommend actioriake that will reduce the
severity, occurrence, and/or detection rankings.

Re-evaluate the RPN based on the new estimatég skt/erity, occurrence, and detectipn
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rankings.

Applicability
range:

FMECA is most appropriate for standard parts wélv ind well-known failure modes,
since all failure modes must be known in advand#hogh the FMECA is an essential
reliability task, it also provides information fother purposes. The use of FMECA is
called for in maintainability, safety analysis, @uvability and vulnerability, logistics

support analysis, maintenance plan analysis, dhadaletection and isolation subsystegn

design. These all concern hardware systems. FMEQGWL suitable for human reliability

analysis. The references disagree on its suitaliditsoftware analysis (however, see the

SFMEA template for FMEA-based software assessments)

Life cycle stage:

The references give various statements on lifeecstage applicability. According to
[Bishop90], a FMEA is carried out after design[lleveson95], FMEAs are considered

appropriate when a design has progressed to théwbere hardware items may be eaqi

identified on engineering drawings and functionabdams. According to [Storey96],
FMEA may be applied at various stages of a devetopmproject. It is often used at a
functional level early in the lifecycle, when itrche useful in the determination of the

required safety integrity level. It can also belagpat a fairly late stage, after much of the

design work has been done. Here it may be applietdrer a component or a functional
level. [Pentti&Atte02] state that FMEA can be use@ll phases of the system lifecycle,
from requirements specification to operation andhteaance, although most benefit fro
use of FMEA can be achieved at the early phasdssifn, where it can reveal weak
points in the system structure.

y

m

Experience in
application to air
traffic:

FMEA has been widely adopted and has become sthpdactice in Japanese, Americal
and European manufacturing companies. It is alsmhesed in the areas of electronics,
automobiles, consumer products, electrical germaggtower plants, building and road
construction, telecommunications, electromecharinchlstries, semi-conductor and
medical device industries, computer hardware aftdvace industries. The three big US
car manufacturers request that their supplierd~-04A. FMEA applications in the
aerospace and nuclear industries have seen anexfaincrease in product software
content and complexity. Since FMECA is focused ardivare problems, and does not
incorporate human reliability, it is less relevéot ATM applications, especially in
comparison with HAZOP.

n,

Related methods:

Link to FMEA (Failure Mode and Effects Analysis) 8FMEA (Systems Failure Mode
and Effect Analysis), GFCM (Gathered Fault ComboraMethod), FMES (Failure
Modes and Effects Summary), HMEA (Hazard Mode BEffénalysis), Criticality
Analysis, HSIA (Hardware/Software Interaction Arss).

A very rigorous generalization of FMEA is the Truthble Method, see [Villemeur91-1]

Another extension and generalization is Gatheredt Eombination Method (GFCM), sqe

[Villemeur91-1].

Availability and
tool support:

The technique is widely available. Supporting taotsst; see the Global Aviation
Information Network (GAIN) Working Group B (Analgtéal Methods and Tools).

Maturity:

FMECA was developed in 1967 by Society of Autometizngineers (SAE); Aerospace
Recommended Practice (ARP) 926. It is widely usedesand well-understood. FMEA
even dates from 1949 and was originally developetieé US Military. Outside the
military, the formal application of FMEA was firatlopted to the aerospace industry,
where FMEA was already used during the Apollo noissiin the 1960s [Pentti&Atte02].

Acceptability:

Recommended in all system reliability analysegadrticular for safety critical hardware
systems where reliability data of the components/alable. The final document of a
FMEA analysis is often used in a formal way to ifiegte the system, if no other
dependability study is available. Aerospace anémsf companies usually referred to

MIL-STD-1629A as a standard for FMEA or FMECA (d&tE980), but this standard waf

cancelled by the action of the standard authority dugust 1998. Users are now referred

to other standards and documents [Pentti&Atte02]

Ease of

The output of FMECA can be used for FTA. The |lesfeinastery needed to perform the
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integration: FMECA is not that extensive. An entry level engineeder the supervision and tutelage
of a system safety engineer who is familiar with gnocess is normally sufficient to
produce an acceptable product. Since the FMECAgs®is usually a qualitative one, the
level of difficulty is not as challenging as onatls quantitative.

Documentability: The method is supported by standardised formsnmptete, hence documentability is
high.

Advantages:

General advantages are:

1. Information on single failure modes and their effesre well structured.

2. The results constitute an essential input to FTé similar numerical methods
[Bishop90]

3. The method is systematic and comprehensive [Bisblop9

4. The method is supported by standardised formsnpbtete [Bishop90]

5. The method permits an analysis of the capabilitydfstecting component failures
[Bishop90]

6. Itis widely-used and well-understood [DNV-HSEO01]

7. It can be performed by a single analyst [DNV-HSEO1]

8. Itidentifies safety-critical equipment where agdafailure would be critical for the
system [DNV-HSEO1]

Disadvantages: For larger systems, the FMECA process can be vegnsive and time consuming and the
use of some form of computer assistance is nebwigya mandatory. Other general
weaknesses are:

1. Itdoes not study multiple, simultaneous failureghaut tremendous increase of
required labor for studying all the different faducombinations.

2. It does not study the effects of human mistaketherfunctioning of the system.

3. ltis optimized for mechanical and electrical eaqugnt, and does not apply to
procedures or process equipment.

4. The technigue does not provide any systematic agpréor identifying failure mode
or for determining their effects and no real mefangliscriminating between alternage
courses of improvement or mitigation.

5. The table can get more extensive than necessaaybeot all component failure
modes affect safety on system level.

6. Since the number of entries in a FMEA table tendse very extensive, the
descriptions of these entries tend to be very pwafch may lead to ambiguities,
difficulties in understanding, and difficulties maintenance.

7. Although some FMEA effects arise repeatedly, FME&sinot group together the
items causing the effects.

8. FMEA often suffers from duplication of effort arak§je amounts of redundant
documentation.

9. The information overload from repetitive, redundamtd scattered data obscures the
relationships among the rows and columns of the AM#lding to confusion.

10. FMEA is not very suitable for complex systems, itgsnbe combined with additional
techniques.

11. The technique is static, there are no temporalcspe

12. A comprehensive FMEA may be very time consuming expensive [Bishop90]

13. Itis carried out after design, and so is too tatmfluence design changes [Bishop9

14. It assumes extreme failures [Bishop90]

15. Itis not good at identifying failures caused knils that are not part of the system
under study.

16. Its benefit depends on the experience of the angyslV-HSEO01]

17. It requires a hierarchical system drawing as trsstfar the analysis, which the
analyst usually has to develop before the anabaisstart. [DNV-HSEOQO1]

18. It does not produce a simple list of failure cagesdlV-HSEO1]

19. It only looks at hazards associated with failurex,those associated with normal
operations.

—
—_
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20. It does not identify all hazards associated wittygtem, even if it identifies all singld
point failures. A failure does not have to occurddazard to be present in the
system.

21. It only looks at the hardware failures, not therattion between personnel,
equipment or environment.

Overall, FMECA is useful for safety-critical mecheal and electrical equipment, but
should not be the only hazard identification methddst accidents have a significant
human contribution, and FMECA is not well suiteddentifying these. As FMECA can
be conducted at various levels, it is importardeocide before commencing what level wWill
be adopted as otherwise some areas may be examigesht detail while others are
examined at the system level without examiningctm@ponents. If conducted at too de¢p
a level, FMECA can be time consuming and tediousjtdeads to great understanding ¢f
the system. [DNV-HSEOQ1]
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12. FTA (Fault Tree Analysis)

References used:

Key references:

e [FT handbook02]

e [Henley&Kumamoto92]
Other references:

* [DNV-HSEO1]

e [Howat02]

¢ [Kumamoto&Henley96]
e [Leveson95]

e [SmIith9697]

e [Villemeur91-1]
Additional reading:

» [Apthorpe01], [Bishop90], [Holloway89], [MAS611-2IMUFTIS3.2-1], [X393]

Alternate names:

Former name is Cause Tree Method [Villemeur91-1].

Primary objective:

To aid in the analysis of events, or combinatioewénts, that will lead to a hazard or
serious consequence

Description:

Starting at an event which would be the immediaigse of a hazard or serious
consequence (the ‘top event’), the analysis idedwout along a tree path. Combination
of causes are described with logical operators (Ardetc). Intermediate causes are
analysed in the same way, and so on back to besitsewhere analysis stops. The
method is graphical, and a set of standardised slgave used to draw the fault tree. A
example is given in the figure below. He denotes an ‘And’ gate;
Q denotes an ‘Or’ gate.

A 5 A

Besides ‘And’ and ‘Or’ gates, other symbols haverbmtroduced for gates to represent
‘exclusive or’, ‘priority and’, ‘external event’conditioning event’, ‘undeveloped event’
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‘inhibit gate’, etc. Also for the events, there ditferent symbols available, such as ‘bas
event’, ‘undeveloped event’, ‘event representea lgyate’, ‘conditional event used withir]
inhibit gate’, ‘house event; either occurring ot pocurring’, ‘transfer symbol’. See e.g.
[Kumamoto&Henley96] for many examples. In practipegdominantly And and Or gate
are used.

A common approach to analyze a fault tree is terda@he its minimal cut sets, i.e.
minimal sets of primary failures, such that ifthlése simultaneously exist, the top even
exists. For the example fault tree above, the mahint sets are: {C}, {A,D}, {A,B,F},
{A,B,E}, {A,E,F}. The top event occurs if one of ghminimal cut sets occurs, and with
this the fault tree can be reduced to one withrgkgr structure: a top event, with an ‘Or
gate, and below it as many ‘And’ gates as thereranémal cut sets. Each ‘And’ gate
connects the elements in its corresponding minguget. Tools exist that support the
identification of these minimal cut sets. One-evaurttsets are significant contributors to

the top event, unless their probability of occucesis very small. Two-or-more-event cuf

sets can often be neglected if one-event setsrasemt, because co-occurrence of rare
events have low probabilities. However, when a camicause is involved, it may causq
multiple basic event failures, so some two-or-mewvent cut sets behave like one-event]
cut sets.

A path set is a dual concept to the cut set. Améhipath set is a minimal collection of
basic events, and if none of the events in thesair, the top event is guaranteed to noj
occur.

"z

of occurrence of a minimal cut set is taken eqoahé product of the probabilities of
occurrence of its basic events, provided therearéependent events in a minimal cut
The probability of the top event is equal to themsaf the probabilities of the minimal cuf
sets, provided there are no dependencies betwaemanicut sets. If probabilities of bas
events are given by density functions, then thégdity of the top event should also b
given by a density function. Monte Carlo simulatan be used to determine these
functions.

Quantification of the fault tree is usually doneotigh as minimal cut sets. The probabi]\y

FTA is generally regarded as a top-down method;ewawit can also be used in
combination with bottom-up: The top-down phaseisupport the system definition and
first part of the design phase when trying to uatdéerd how sub-functions contribute to
functions. Next, a bottom-up phase is to colletada system elements and to support
verification of the ability of the architecture teeet safety objectives.

et.

C

11%

Steps A Fault Tree Analysis follows the following stefpseveson95]

1. System definition; often the most difficult parttbe FTA. It requires determining th
top event, initial conditions, existing events, amgermissible events.

2. Fault Tree construction for each identified toprave

3. Qualitative analysis, which comes down to determgrthe minimal cut sets.

4. (Optional) quantitative analysis, which uses thaimal cut sets to calculate the
probability of occurrence of the top event from grebability of occurrence of the
basic events.

The quantitative part is not very useful if onlylied quantitative data are known. It is

more useful to identify more sources of hazard tieaguantify with greater precision

those already found.
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error. Conditions are that the undesirable systesnts that are to be analyzed, and the
contributors, must be foreseen, and each of thesirable system events must be
analyzed individually. Because of its relative @bexity and detail, it is normally not co

effective to use the FTA against risks assessamhbible level of high. The method is usg

extensively in the acquisition of new systems

Example: EXAMPLE: Below is a brief example of a Fault Tree thatsiiates how an event may e
traced to specific causes that can be very prgcidehtified at the lowest levels..
Fire Occurs in
Storeroom
Combustibles| Ignition source
stored in In storeroom
storeroom
Q Q
Combustibles Combustibles Stock Material Radiant Thermgy
Stored in Leak into Degrades to Electrical Spark| [ Energy Raises| Direct Thermal
Storeroom Storeroom Combustible State Occurs Energy Present
Applicability Fault Tree Analysis is mainly intended for the gsi of hardware systems, but there
range: have also been attempts to apply this approacbfteare failure analysis and human

-

Life cycle stage:

FTA can best be used from the design stages are ginequires a completed system
design and a thorough understanding of the systehitsibehaviour in all operating
modes to be most effective. FTA could also assishd the definition phase, however
building fault trees during definition is usuallgtnvery cost efficient, since they will only
provide information that is well known and alregmiyt of the project standards and deq
criteria. However, it can be used during definitgrase by using FTA as a top-down
method to understand how functions interact/oveolagecover one another.

an

Experience in
application to air
traffic:

The technique has been frequently used for thessisgmnt of safe aircraft equipment, an
is regarded as one of the main techniques forptinigose. FTA has also been applied tq
ATC computer systems, in combination with EventelAmalysis. In combination with

collision risk modeling techniques, simple faultds have also been used in some ATM

applications, e.g. to assess the probability thatiecraft deviates from its planned route
cruise phase [Smith9697].

in
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Related methods: | Dependence Diagrams are similar to Fault Trees. iBTadso related to Cause
Consequence Diagrams, Cause Consequence Anal@ish&ts, Master Logic
Diagrams, Reliability Block Diagrams, and is oftesed in combination with Event Tree]
Analysis, e.g. in Bow-Tie. A variant designed foftavare safety is called Software Faul
Tree Analysis. Techniques to help quantify thedopnt of a Fault Tree are Kinetic Treg
Theory and Phased Mission Analysis.

Link to Functional Flow Diagram, Fault Schedule &wlinding Faults, PRA
(Probabilistic Risk Assessment based on FTA/ETAPSA (Probabilistic Safety
Assessment), GO charts, Reliability Block DiagraBwftware Fault Tree Analysis

Availability and The technique is widely available. A medium-sizadiftree can have millions of minimgl
tool support: cut sets, so computer programs have been devetlopkriermine them. Numerous
supporting tools exist; see the Global Aviatiorohmiation Network (GAIN) Working
Group B (Analytical Methods and Tools).

Maturity: FTA has been developed in 1961, by H.A. Watsonelf Belephone Laboratories as a
plan to evaluate the safety of the Minuteman LauBchtrol System. Later, the Boeing
company modified the concept for computer utiliaatiin 1965, D.F. Haasl further
developed the technique of fault tree constructiod its application to a wide variety of
industrial safety and reliability problems. A guid@s published in 1981. Since then, th¢
technique has been used in many domains and s @ftgrded as a standard technique

Acceptability: FTA has been used and recommended by JAR, FAA, SAE.
Ease of For systems of low complexity, a qualitative Faluke is relatively easy to construct anjl
integration: understand. If there are many dependent eventsgemtification is more difficult and

sometimes impossible. FTA is easily combined witieotechniques such as Event Trefp
Analysis (e.g. in a Bow-Tie), Failure Modes andeefs Analysis, Cause Consequence
Analysis.

Documentability: In principle Moderate, but in practice, the assuons made during the Fault Tree
construction process are not commonly documentee.choice of events (primary or
otherwise) is often subjective, so fault trees iffecent teams vary.

Advantages: The technique is very useful for technical systaitufe analysis and reliability analysis,
including human error analysis; when human behanaod dynamic aspects are involvdd,
other techniques should be used. Other generahtatyes are:

1. A fault tree (if not too large) is generally easyéad and understand, reviewed by
experts, and used by designers.

FTA can handle multiple failures or combinationdalfures.

It can expose the needs for control or protectot®as to diminish the risk.

It quickly exposes critical paths.

The technique is well accepted and lends itselft@ntification.

Other faults than hardware failures can be includag easily.

The results can provide either qualitative or gitative data for the risk assessmen
process.

No bk wn
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Disadvantages:

A lot of effort is required to produce the faukés in a full FTA since all the relevant
undesirable events must be identified and all doumting factors must be adequately
identified and explored in sufficient depth. Alsieere is the potential for failure paths to
be missed. Other weaknesses of the technique are:

1.

2.

3.

10.

11.

12.

13.

14.

15.

FTA is deductive in its approach to hazard evatuatiThe analyst must see the whdle
picture [Howat02]

A fault tree may get very large and complex. Matandardized computer packages
exist to support this complexity.

Significant training and experience is necessanystthis technique properly. Oncsg
the technique has been mastered, application stagsconsuming.

For safety-critical operations the quality and aban FTA depends to a large exten
on the ingenuity of the expert who makes the faigkt. This is rather an art than a
science. As such, one should be aware that foietysaitical operation, the analysig
part of FTA starts as soon as the fault tree ismgiv

Common cause failures that occur by fault propagailomino effects) cannot be
handled. [Leveson95]

Dynamic aspects, temporal aspects and time araduvsessed particularly well. A
fault tree with only And and Or gates is merelyiapshot of the state of a system =
one point in time. A fault tree with e.g. Delay andlibit gates reduce part of this
problem, but are rather difficult to understand aage to be reviewed by experts.
Static systems are also difficult to handle, sithegr state depends primarily on
environmental events or event combinations rathen bn the component state itse
Process variables and human behavior (except foahierror) are not addressed
particularly well.

FTA can account for some dependencies only, byguesitditional approximate
techniques. Dependent events can only be handledather heuristic way and ther
is no sequential dependency (i.e. no chronologicdgr of failures occurrence).
Problems occur in the analysis of systems in wthiehsame equipment is used at
different times and in different configurations ftifferent tasks. [Leveson95]

The method concentrates its attention to speaficelvents, and is therefore not we
suited to reveal other serious consequences.

While the tree on its own can be useful for definfafeguards, on more complex
trees this can be difficult to visualise or it m@nceal common cause failures [DN
HSEO1]

The method’s capability for producing numericalutesis often abused: much effor
can be spent in producing refined numerical statésnaf probability, based on
contributory factors whose individual probabilitie poorly known and to which
broad confidence limits should be attached. Comozmuse failures cause problems
and can lead to orders-of-magnitude errors in #heutated failure probability. Also,
often frequencies are multiplied instead of proliéds, with meaningless results.
The most useful fault trees require detailed kndgéeof design, construction and
operation of the system, hence can only be cortstlafter the product has been
designed. [Leveson95]

Fault tree analysis shows cause and effect rekdipa but little more. Additional
analysis and information is usually required foredfiective safety program
[Leveson95]

-

il
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13. Future Flight Central (FFC)

Future Flight Central

References used:

e FutureFlight Central Customer Guide (July 6, 2004)
e FutureFlight Central Website: www.ffc.arc.nasa.gov

Alternate names:

Primary objective:

Use human-in-the-loop simulation to study improvataeo airport safety and capacity.

Description:

Full-scale high fidelity Air Traffic Control Towesimulator. The simulator features a 3¢
degree out-of-the-window visual scene, 12 towerstations, radar displays, controller-
pilot communications, hub traffic levels, largecaaft and ground vehicle model library,
and extensive data collection.

Process steps:

Contact FFC manager

Submit Simulation Requirements form
Prepare project agreement

Develop and validate simulation

Run simulation

Deliver data and/or report

Applicability
range:

* @k wiv =

Validate airport design plans using human factors

Evaluate new technologies for tower air traffic woters

e Evaluate and optimize ATC procedures

e Train Air Traffic Controllers on new, routine, andemergency procedures

« Provide remote science environment for missionrgtegioperations (e.g. Mars)

Life cycle stage:

Operations and maintenance.

Experience in
application to air
traffic:

¢ Runway Incursion Studies (LAX)

« Surface Management System (DFW) technology assessme

e Perimeter Taxiways Simulation (DFW)

e Center Taxiway Study (LAX)

« Tower Siting for runway reconfiguration (SFO)

¢« Ramp Tower Controller Training (SFO)

e Shuttle Landing Facility Virtual Training (Kenne@pace Center)

e Extreme Short Take-Off and Landing (ESTOL) Aircrafonceptualization of airpor
operations

Related methods:

Interoperability through High Level Architecturel() protocol with:

1. Ames Flight Simulators (B747-400, Advanced Cab, ¥adical Motion Simulator)
2. Ames Airspace Operations Lab (TRACON and Center)

3. External software tools and displays (SMS, ASR-8RITE emulation)

4. External simulators (future)

(See SAFSIM)

Availability and
tool support:

Available airport databases: SFO, LAX, DFW, SLRD Future: SDF, SJC
Available tools: Airport Surface Data Collectidfigh Level Architecture (HLA), Noise
Modeling (INM)

Maturity: The facility has been operational for five years.
Acceptability: NASA ARC partnered with the FAA to design and fuhd facility, develop the
requirements and validate the capabilities.
Ease of « FFC has experience in integrating new technologpdistare (e.g. SMS, ASR-9).
integration: * FFC has experience in integrating external simedaand external targets into the
scenarios.
Documentability: High

e Simulation run out-the-window scene can be recoatetireplayed.

e Controllers-Sim Pilot communication is recordable.

< Airport surface operation data (e.g. taxi timegattures rates, incursions) are
recordable.

« Tower ambient sound is recordable.

0
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Digital video of tower activities is recordable.
Controller surveys can be administered.

Advantages:

Mitigates risk of unworkable or unsafe airport chas

Ideal environment for obtaining controller feedbgkeliminating concern for safety
Cost-effective way to evaluate new airport desigfolke major investment

More thorough testing by flexibility to alter testnditions (e.g. weather)

NASA as neutral party promotes pilot and contraleoperation, buy-in

Disadvantages:

3-4 month lead-time is required to develop a newaat database and traffic
exercises.
Large number of Sim-Pilots is required for highficavolume scenarios.
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14. HAZOP (Hazard and Operability study)

References used:

Key references:

* [Kennedy slides]

* [Kirwan&Ainsworth92]

Other references:

e [CAA-RMC93-1]

e [CAA-RMC93-2]

* [Foot94]

¢ [Kennedy&Kirwan98]

e [Kirwan98-1]

e [Kirwan-sages]

o [Kletz74]

¢ [Leveson95]

¢ [Reese&lLeveson97]

e [2293,2>97]

e [Storey96]

e [Villemeur91-1]

Additional reading:

« [Bishop90], [EN 50128], [Garrick88], [Kirwan94], [MFTIS3.2-I],
[Rademakers&al92], [Rakowsky], [Toola93]

Alternate names:

None

Primary objective:

Aim is to discover potential hazards, operabilitgliems and potential deviations from
intended operation conditions. Also establishes@pmate likelihood and consequence
of event. HAZOP is a qualitative method; it does atbempt to quantify hazards. In
Chemical process industry, the term HAZAN (HAZarN&lysis) denotes numerical
methods.

Description: HAZOP is based on a group review, and is essentiadtructured brainstorming using

specific guidewords. Sometimes regarded as adaptafiFMEA [Villemeur91-1].

The basic notion is that the system is a colleatibconnected nodes. A HAZOP study

considers various aspects (or parameters) of tamtpn of nodes and flows between

them. In particular, it considers deviations frdre £xpected behavior, prompted by

guidewords. The consequences of deviations fronmteeded functioning of the system

are also considered.

The five HAZOP requirements are:

1. A team of multi-disciplinary ‘experts’, includindhairperson, secretary, system
designer, engineer, operator/controller, humarofaatxpert

2. A system representation, in terms of nodes/parasatel flows between them. For
human HAZOP this can be in the form of a task asialgliagram, a decision flow
diagram, or a human machine interface diagram

3. Alist of guide words, e.g.

* NO or NONE, meaning a complete negation of thenitbe

« REVERSE, meaning the clear opposite of the intantio

e LESS OF / MORE OF, meaning a quantitative decréasgease

e ASWELL AS/PART OF, meaning a qualitative incredslecrease

e SOONER THAN / LATER THAN, meaning intention doneoser / later than
required

e Some other references in addition use guidewokdsOITHER THAN, REPEATED,
MIS-ORDERED, EARLY, LATE

4. Alist of property words. For an engineering systbese may be e.g. flow,
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temperature, pressure, concentration, reactiomsfiea, contamination,
corrosion/erosion, testing. For a human HAZOP theeperty words could include
e.g. Information, Management, Selection, Commuivoainput

5. Arecording form to capture information, i.e. aleatyith the following column
headings: Step, Deviation, Cause, Consequencealimh, System defence,
Recommendations

Note that in practice, the name HAZOP is often abyl for any “brainstorming with
experts to fill a table with hazards and their effé.

Steps: In [Storey96], a HAZORP is typically conducted bieam of 4 to 8 engineers, including
experts in the application area as well as thaseidly concerned with the design of the
system. A summary of the HAZOP study process ismivy the figure below .
Introduction
Presentation of
representation
Examinerepresentation
methaodically
Paossible deviation L VES_» Examine causes
from design intent? & consequences
N‘Q
Document results
Define follow-up work
Agree documentation
il Time up? U= & sign off
[Storey96] provides a more detailed flowchart af H/AZOP study process. In addition,
he notes that various guidewords will be giveneginterpretations depending on the
industry concerned and where they are appliedttf®reason the meaning of each
guideword must be defined as part of the study.
Applicability HAZOP is a hazard identification and criticalityaedwation approach, which applies to
range: complex systems with human operations in the |6ZOP can also be applied to a

software requirements specification, [Leveson9Sipfey96]. In that case, suitable
attributes might include ‘data value’, ‘pointer wal, ‘algorithm’, ‘timing’, and suitable
guidewords might include ‘incorrect’, ‘too fastha ‘too slow’. [Leveson95] and
[Reese&Leveson97] refer to Software Deviation AsaEySDA) as an automated variarg
of HAZOP, suitable for software.

Life cycle stage:

However, a preliminary HAZOP can be applied on epbgal process descriptions earl

Since HAZOP uses all types of process descriptisrisput, it is best used late in desig
in the design stage to avoid later costly problefnfull HAZOP can then be done later ?l‘
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the design process, even if a preliminary HAZOPdiesady been done.

Experience in
application to air
traffic:

Although HAZOP is most often used as a method afyeing hazards within chemical

and process control plants, in recent years igl&scome to be accepted as a powerfu
technique within other sectors, and is now useriange of applications, including thos
based on the use of computers. NATS has been agghAZOP to ATM, for example.

11%

Related methods:

Link to Brainstorming, Change Analysis, Maximum @it#e Accident/ Worst Case,
Human (Error) HAZOP (Human (Error) Hazard and Opdity study), SCHAZOP
(Safety Culture Hazard and Operability), HAZid (lded Identification), CIT (Critical
Incident Technique), Job Safety Analysis, Talk-Tdgle, Walk-Through Task Analysis.

HAZid (Hazard Identification) is a modification 6fAZOP especially to be used for the
identification of human failures, see [CAA-RMC93-ICAA-RMC93-2], [Foot94]. It has
an additional first column with some keywords tadehe guidewords.

In [2293,2297], HAZOP is referred to as an integration of Beirming and the Delphi
method.

Availability and
tool support:

HAZOP is widely available. Spreadsheets can beulissfsupporting tools. Numerous
supporting tools exist; see the Global Aviatiorohmiation Network (GAIN) Working
Group B (Analytical Methods and Tools).

Maturity:

HAZOP was initially developed by Imperial Chemitadlustries in the early 1970s and
later improved upon and published by the Chemiwdilistries Association in London
[Kletz74].

HAZOP is applied most often to thermal-hydraulisteyns, and is essentially used by tije

British chemical industry; about half of the cheatiprocess industry now uses HAZOP
for all new facilities. It has also been found ®adgood safety tool in the offshore and

onshore petrochemical industries, and with somdicgtipn in the nuclear power industry.

It has proven itself on many occasions, and haantgcbeen used by NATS on their
FAST and FACTS design projects, with success.

Acceptability:

[Kennedy&Kirwan98]: HAZOP has received wide accep®by both the process
industries and the regulatory authorities (Andrewd Moss, 1993).

Ease of
integration:

HAZOP can provide input to e.g. FTA, ETA.

Documentability:

[Kirwan98-1] rates documentability as High. Howewle documentation is lengthy (fo
complete recording).

Advantages: In comparison with some other hazard identificatiechniques like checklists, HAZOP i
able to elicit hazards in new designs and haz&@tshtave not been considered previougly.
Other general strengths are:

1. HAZORP is effective for both technical faults andhan errors; it covers human
operators in the loop.

2. HAZOP can rapidly spot those functionalities whéakire mode effects can be
remedied. It recognizes existing safeguards andldps recommendations for
additional ones.

3. Unlike FMEA it does not require the systematic stofithe failure modes of each
part of the functionality and of their effects.

4. It does not concentrate only on failures, but haspotential to find more complex
types of hazardous events and causes.

5. It provides a systematic and exhaustive coveradecan lead to the discovery of nejv
hazards. It can provide a very comprehensive haelveview

6. It encourages creative thinking about all the galesivays in which hazards or
operating problems may arise.

7. HAZOP is very useful in the analysis of complextepss or plants, with which therg
is yet little experience, and procedures that oatfuequently.

8. It can identify design problems at an early stage.

9. Only limited training required; HAZOP is an ‘intivie’ method
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10. It uses the experience of operating personnel @opthe team. The use of a team
gives a range of viewpoints and the interactiosenferal disciplines or organization
provides results that are often overlooked by gsowprking in isolation.

11. HAZOP has a good track record in certain industités widely used and its
disadvantages are well-understood

12. The technique is versatile.

Disadvantages:

According to some references, a HAZOP can be very tonsuming and labor intensive.

Six to eight people required, including the sersioéan experienced HAZOP team lead

Some other general weaknesses are:

1. A main weakness of the method is that the samepgvbexperts identify both
hazards and mitigating measures, whereas the fattetion may be better served by
other experts.

2. ltis difficult to assign to each guideword a wadlineated portion of the system angl

failure causes.

3. Errors can be made in the analysis — in partidfithe group becomes fatigued,
hazards may be overlooked.

4. Due to the systematic approach used and the nuofipeople involved, the method
is often time-consuming, and therefore expensive.

5. Its success heavily depends on the facilitatiothefleader and the knowledge,

experience, degree of co-operation and commitmfethieateam. GIGO (garbage in,

garbage out) applies.

HAZOP may not pick up on multiple failures.

HAZOP cannot easily model dependency between &slur

It concentrates on single deviations.

It is optimized for process hazards, and needs fination to cover other types of

hazards.

10. It requires development of procedural descriptioviich are often not available in
appropriate detail. However, the existence of tltesRiments may benefit the
operation.

11. Documentation is lengthy (for complete recording).

© 0 N o

12. It analyses causes and effects with respect tatiens from expected behavior, bufit

does not analyze whether the design, under norpeabting conditions, yields
expected behavior or if the expected behavior iatwhdesired.

13. Deviations from within components or processesatenspected directly; instead, g

deviation within a component is assumed to be meatefl as a disturbed flow.
Process-related malfunctions and hazards may Heated in favor of component-
related causes and effects.

Overall, HAZOP has become a common approach fargsoplant design offshore, and

has become procedural. HAZOP is widely used foultemeous operations and
assessment of evacuation systems. However, otharchalentification techniques may
more efficient for some other applications.

e

Version 1.0
27/10/04

75



15. HEART (Human Error Assessment and Reduction Tec  hnique)

References used:

Key references:

« [Williams88]

Other references:

* [CAA-RMC93-1]

e [CAA-RMC93-2]

e [Foot94]

¢ [Humphreys88]

« [Kennedy]

« [Kirwan&Kennedy&Hamblen]
e [Kirwan96-I]

* [Kirwan&al97-I1]

e [Kirwan97-Ill]

Additional reading:

« [Kirwan94], [MUFTIS3.2-I]

Alternate names:

None

Primary objective:

HEART quantifies human errors in operator tasksohsiders particular ergonomic andj
other task and environmental factors that can neggtaffect performance. The extent t
which each factor independently affects performasapiantified, and the human error

probability is then calculated as a function of pineduct of those factors identified for a
particular task.

=4

Description: The method is based on the following premises:

1. Basic human reliability is dependent upon the gereature of the task to be
performed.

2. Given perfect conditions, this level of reliabilityll tend to be achieved consistently
with a given nominal likelihood within probabilistlimits.

3. Given these perfect conditions do not exist ircetiumstances, the human reliabilit
predicted may be expected to degrade as a funatithre extent to which identified
Error Producing Conditions (EPCs) might apply.

[Kennedy] gives the following overview of the HEARFocess. This process follows si

steps:

Step 1.Classify generic task type

* The analyst has a choice of eight different genes& types (GTTs), A through H.
These are listed in the first column of the tatdéoty. The GTTs are differentiated i
terms of the characteristics or attributes thaties the task being assessed.
Category M is available when the characteristictheftask fit none of the eight
categories.

Step 2.Assign Nominal Human Error Probability.

e The Nominal HEP (or unreliability) for the taskdbtained for the GTT, according t¢
the last column of the table below.
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GTT description Nominal

Unreliability
‘A - Totally familiar, performed at speed with no idea of likely consequences ‘ ‘ 0.55 ‘
‘ B - Shift or restore system to new or original state on a single attempt without supervision or procedures ‘ ‘ 0.26 ‘
‘C - Complex task requiring high level of comprehension and skill ‘ ‘ 0.16 ‘
‘D - Fairly routine task performed rapidly or given scant attention ‘ ‘ 0.09 ‘
‘ E - Routine highly-practised, rapid task involving relatively low level of skill ‘ ‘ 0.02 ‘
‘ F - Restore or shift asystem to original or new state following procedures with some checking ‘ ‘ 0.003 ‘
‘G - Completely familiar, well designed, highly practised routine task occurring several times per hour ‘ ‘ 0.0004 ‘
‘ H - Respond correctly to system command even when there is an augmented or automated supervisory system ‘ ‘ 0.00002 ‘
| |

M - None of the above ‘ ‘

Note that [Humphreys88] also lists 5-95% perceridands for the unreliabilities.

Step 3.Identify error producing conditions.

e The analyst is then required to select Error Produ€onditions (EPCs) that have g
negative impact on the task. EPCs should be septar#ihiose already covered in thd
GTT, and should be of an obvious nature and defdadsy the analyst. The EPCs &
given in the table below, together with their asstat total effect factors. These
factors denote the maximum predicted nominal ambynthich unreliability might
change going from good conditions to bad. This mehat conditions not affecting
the reliability will not be taken into account (facis 1) and conditions which affect
the reliability will be taken into account with actor larger than 1.

Error Producing Conditions (EPC) Total effect
‘1- Unfamiliarity H x 17 ‘
‘2 - Shortage of Time ‘ ‘ x11 ‘
‘ 3 - Low signal to noise ratio ‘ ‘ x 10 ‘
‘4 - Ease of information suppression ‘ ‘ x9 ‘
‘ 5 - Ease of information assimilation ‘ ‘ x8 ‘
‘6 - Model mismatch (operator / designer) ‘ ‘ x8 ‘
‘ 7 - Reversing unintended actions ‘ ‘ x8 ‘
‘8 - Channel capacity overload ‘ ‘ X 6 ‘
‘ 9 - Technique unlearning ‘ ‘ X6 ‘
‘ 10 - Transfer of knowledge ‘ ‘ x 5.5 ‘
‘ 11 - Performance standard ambiguity ‘ ‘ x5 ‘
‘12 - Mismatch between perceived / real risk ‘ ‘ x4 ‘

Step 4.Determine the Assessed Proportion of Affect (APOA).

re

« For each EPC identified in Step 3, the analyst makgidgement on how much it
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influences the overall unreliability of the taskig is known as the Assessed
Proportion of Affect (APOA) for the EPC.

Step 5.Calculate Final HEP

e The Final Human Error Probability is calculated@kws: Suppose an assessor
wants to determine the unreliability of an operaésk. First he determines which o
the generic tasks of the first table applies te gioblem. The associated factorin
the first table determines the nominal unreliapillext, he determines which of the

EPCs of the second table apply to the task, lopkheir associated factorE and
estimates for each EPC, using his own judgmentAh@A, i.e. what proportiorp,

of these error producing conditions might affee tiperator in this special case. Th
nominal likelihood of human failure then becornesl‘l p.(f -D+1, if this is less
i

11%

than or equal to one, whelrk denotes product over all

Step 6.Consider Error Reduction Measures (ERM)

« For each EPC identified in Step 3, the analyst attgmpt to apply the associated
HEART ERMs. Here, a tactical or a strategic apphosauld be adopted. Note that
the derivation of appropriate ERMs is a speciadisk that involves more than just
choosing items from a table.

In [Humphreys88], [Williams88] some case studiesvliich HEART was used are

presented.
Applicability HEART quantifies human errors in operator tasks.
range:
Life cycle stage: It can be used both in design stage and in opesdt&iage.
Experience in HEART has been used by NATS. In reference [CAA-RIAA9Y, [CAA-RMC93-2],
application to air [Foot94], they used it for human failures quanéifion of events in Fault Trees modeling
traffic: the occurrence of top events in ATC operationgviar airspace sectors in the UK.

Related methods: | NE-HEART (Nuclear Electric HEART); CORE-DATA; Usé Bxpert Judgment;
Hierarchical Task Analysis; TRACER-Lite; various fidan Reliability Assessment
Methods; THERP; JHEDI

Availability and HEART is publicly available. Tool support is noalg necessary.
tool support:
Maturity: HEART was developed by Jeremy Williams, a Britishagmomist, in 1985. Presently, it if

the most popular human error quantification techaigsed in the UK, especially for
nuclear power and reprocessing, and chemical industd is used in various European
and Scandinavian industry sectors (petrochemiahichemical), as well as for railway
and defence industries.

Acceptability: Quantification of HEPs is usually by HEART in UK claar power plant (NPP)
PSAs/HRAs, and may include the usage of the exteR#EART approach called NE-
HEART (Nuclear Electric HEART), which added severeiv generic error probabilities
specific to NPP tasks and systems (e.g. ‘NE1’ &t for errors in emergency
diagnosis). Some guidance on HEART usage exisis @iiiner projects on Consistency if
Usage of HEART. Generally category ‘F’ is most ugetiluman Reliability Assessment
(HRASs), with usage of a relatively small set of ERfy analysts. Analysts are encouraged
to use EPCs, however, to create meaningful liflkenly qualitative ones) between the
HEPs and error reduction that may occur later mRBA. [Kirwan&Kennedy&Hamblen]

In [Humphreys88], several human reliability assemsintechniques, among which
HEART, are compared on various criteria, which &ecuracy, Validity, Usefulness,
Effective use of resources, Acceptability and MiguAll techniques are evaluated on
these criteria by a panel of experts, in the fofrmarks from 1 to 5, where 5 means
evaluated high (positive) and 1 means evaluatedh®gative). These criteria evaluatior]s
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are next weighted and added for each techniquer@hdts are presented in the table
below. According to this table, HEART receives ttighest Preference Index of the
techniques evaluated.

Criteria (weight) APJ PC TESEO | THERP || HEART IDA SLIM HCR
Accuracy (0.30) 3 3 1 3 3 1 3 1
Validity (0.22) 4 3 1 3 3 3 3 1
Usefulness (0.15) 4 2 4 3 5 4 5 2
Resources (0.15) 3 2 5 2 5 2 2 3
Acceptability (0.11) 3 4 1 5 3 3 4 2
Maturity (0.07) 5 3 1 5 2 2 4 1

Preference Index 351 281 2.05 3.21 3.53 2.33 3.33 1.56

Note that the rather low maturity rating for HEARTay be due to the fact that this
evaluation was done in 1988, only a few years &teART was developed. The ratings
for accuracy of THERP and HEART are confirmed binfian96-1], [Kirwan&al97-I1],
[Kirwan97-111] who experimentally found the accuyasf THERP and HEART reasonable
and similar to each other. HEART has been positivalidated three times in three
separate studies in the nuclear power industry.

A project is underway in the nuclear power industrirevamp’ HEART with human
error data from CORE-DATA (see the Human Error D2télection template), increasing
its acceptability and validity.

Ease of
integration:

HEART is a quantitative human error probabilityessment technique only. It can be
used in combination with qualitative Human tasklgsia techniques that identify operatpr
tasks to be assessed. According to [Kennedy], HE&R€&latively simple to use when
compared with other human reliability quantificatimethods and also it is easily
understood by practitioners from both engineerimg social science backgrounds.

Documentability:

According to [Kirwan96-I], [Kirwan&al97-11], [Kirwan97-I1I], HEART consistency is
reasonable, but worth attempting to improve. Ircpica, different assessors are not alwgys
consistent in their choice of generic task type§T}; since the categories overlap.
However, this does not necessarily mean that tta¢ fiuman error probabilities are mudh
different. The HEART steps are straightforward and repeatfidlenphreys88] rates
HEART’s auditability as potentially high, dependingon how well the individual analys
has documented a study.

L

Relevance to
ATM:

Since probabilities of human operator tasks habigy anfluence in ATM safety
assessments, a technique like HEART is very retefestSAM. General strengths of
HEART are:

1. HEART has a very low demand on assessor resources.

2. The method is a flexible assessment tool.

3. lItidentifies the major influences on human perfante in a systematic, repeatable
fashion.

It has been developed primarily for use in desggeasments and appears to be mest
powerful and useful in this context.

It can be incorporated by an FTA.

Limited training is required

It is conservative (tending towards pessimism natii@n optimism)
It is capable of sensitivity analysis

A range of EPCs is used

=

© 0~ o Ul
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10. It identifies areas for error reduction, albeit plistic ones
11. Itis versatile — HEART has a track record in vasandustries

Con's and
resources:

HEART is very resource efficient (see also thegabider “Acceptability”). General
weaknesses are:

Only tasks in isolation can be assessed.

The assessment part of HEART will tend to be pessicn

The technique is not exhaustive.

The empirical justifications of the HEART multipteeare currently obscure.
Dependence between different factors is not modelgdn the technique.
When applying HEART to ATM, one has to take inte@mt that Air Traffic
Controller tasks and their contexts are likely iffed considerably from those of

o Ol h W =

operators in the process industries on which muehipus research has concentrat

Errors of commission (see Section 7) are not asdess
Assessor judgement is required, especially in 4tepthe technique, hence the
technique may be open to abuse

© N

9. Double counting effects between task types and emamucing conditions may lead

to biases
10. Guidance to determine APOA (Assessed Proportiokffect) may be necessary
11. There is no modeling of task / error dependence
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16. HERA (Human Error in ATM)

References used:

EUROCONTROL (2003) The Human error in ATM Techniqgue (HERA JANUS
HRS/HSP-002-REP-03. Eurocontrol. Brussels.

EUROCONTROL (2003) Technical Review of Human Performance Models
Taxonomies of Human Error in ATM (HERA). Eurocortmrussels.

EUROCONTROL (2003) A method for predicting Human Error in ATM (HERA

Predict). HRS/HSP-002-REP-07. Eurocontrol. Brussels

hnd

Alternate names:

/

Primary objective:

HERA is a retrospective incident analysis methaa/jating insights into the cognitive
processes of controllers during incidents.

Process steps:

HERA is subdivided into a retrospective part farident analysis and a prospective par
for using the information collected for the assemshof human error probabilities in
safety cases.

Description: A) HERA Observe:

The classification system was developed in two &igm a tabular format and a series g

decision-flow chart diagrams.

Tabular format: A tabular hierarchical format wa®d to represent the following:

. Task

. Information and Equipment

. Error / Violation Types (ETs)

. Contextual Conditions (CCs)

This format allows for the quick identification idlatively clear categories.

Decision-flowcahrt diagrams: A series of decisitowichart diagrams were developed tg

enable the HERA analyst to identify errors by arriwgea series of ‘Yes/No’-type

questions. There are separate decision-flow diagfar:

. Error Detail (ED)

. Error Mechanisms (EMs) for each Error Detail

. Information Processing levels (IPs) for each EDetalil

. Contextual Conditions (CCs) sub-categories.

B) HERA Predict:

HERA Predict consist of nine steps as follows:

. Undertake a Functional Task Analysis (FTA) on th&team.

. Verify the FTA within the operational environmenithvair traffic controllers
and other technical experts depending on the systefar analysis.

. For each identified task, identify the associat&RA-JANUS Contextual
Conditions.

. Undertake an FTA on the changing or changed system.

. Verify the FTA within the operational environmenithvair traffic controllers
and other technical experts depending on the systetar analysis.

. For each identified task, identify the associat&RA-JANUS Contextual
Conditions.

. Compare the current operational tasks to the clthagerational tasks, and list
the changes in a change matrix.

. Undertake a HERA-JANUS Error Detail, Error Mechamjgnformation
Processing level and Contextual Conditions idesdtfon process on all task
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changes.
. Establish the risks involved by assessing frequerfitsisk and the severity of
occurrence, if known.

Applicability
range:

The method is focused on the controllers’ cognipeeformance and related influencing
factors.

Life cycle stage:

The retrospective part of the technique can beiegph the analysis of incidents mainly
(operational phase).

The prospective part is applicable for early desifygystems up to the operational
improvement.

Experience in
application to air
traffic:

HERA is applied in ATM operational safety managem€@ourses are available at the
EUROCONTROL Training Institute IANS. A HERA User @up (HUGS) was

established where the method is validated, contisiyamproved and aligned to needs @f

operational safety managers. The group also skatescollected with the method in ord
to provide cross-service provider insights.

Data collected was prospectively used for a systiemamparison of the assessment of
human errors in safety cases with operational éxpee in the EUROCONTROL Upper
Area Control Centre in Maastricht (MUAC).

er

Related methods:

TraceR is a similar approach developed in the UKAGnvironment, which also
combined prospective and retrospective featurexeR and HERA use almost equival
steps but differ in detail. HERA was more appliedhe retrospective analysis of incide
while TraceR was more used for error assessment.

A further exploitation of HERA data for design isgsible by linking it to the SHAPE

(Solutions for Human Automaiton Partnership for @pgan ATM) and SAFbuild projectg.

A similar approach for exploiting retrospectiveal&r prospective assessment was
developed in nuclear CAHR (Connectionism AssessmieHuman Reliability).

nt
ts

Availability and
tool support:

The retrospective part of the technique is suppdstea web based incident analysis toq

Maturity:

The retrospective part of the technique is - relatethe rather recent introduction into ttje

safety management of ANSPs - already in a matate and receives considerable
stakeholder support.

The prospective part of the technique has recdivatdhpplications in NATS and MUAC|

Acceptability:

The technique was recently officially accepted mgportant tool for the implementatioh

of safety management within EUROCONTROL.

Ease of The technigue and underlying logic is easy to ustded. However, recommended as 3
integration: minimum, practitioners take formal training.

Documentability: High.

Advantages: HERA provides insights into the cognitive processisontrollers and their working

practices. Herewith it allows better understandihthe constraints and conditions undey

which controllers work. These conditions are knagrrelevant for understanding
controllers’ incompliance with existing proceduesswell as skill-based errors.

Disadvantages:

HERA does only provide limited insights into otlogrerational levels (e.g., maintenancs
management, regulation) and into safety net intienas (only via contextual conditions).
A further development into this direction is engjed by EUROCONTROL Safety and

Security Management in cooperation with Safety REIEC.
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17. HTA (Hierarchical Task Analysis)

References used:

Key references:

e [Shepherd01]

* [Kirwan&Ainsworth92]
* [Kirwan94]

Other references:

¢ [Kirwan&al97]
Additional reading:

e [Stanton&Wilson00]

Alternate names:

None

Primary objective:

HTA is a method of task analysis that describésstasterms of operations that people glo

to satisfy goals and the conditions under whichaperations are performed. The focus
on the actions of the user with the product. Thsdown decomposition method looks 4
how a task is split into subtasks and the ordevhiich the subtasks are performed. The
task is described in terms of a hierarchy of plafnection.

Description:

The method involves defining an overall goal, biegkhis down into tasks, sub-tasks,
and at the lowest level of description, operatidrieese are usually represented
diagrammatically in a hierarchical ‘tree’ fashidrne relationship between a set of sub-
ordinate tasks (or operations or sub-tasks) aridplaeent goal (or task or sub-task) is
defined by a plan. The ‘plan’ at each node in tA&Al$tates ‘when’ each of the tasks or
operations below it are to occur. There are a nurobglan types available, which can
describe most types of relationships. The HTA isally also numbered for easy and
reliable reference to the various tasks/operatéomslevels in the task analysis
representation. Transfer from one page of HTA wmtlaer is achieved via transfer boxes
in fault tree analysis. The figure below shows saneple HTA, which is from
[Kirwan94].

0 Plan: do in order
Fill tanker with CL2

3
Connect CL2
line and fill up

1 2
Park tanker and Prepare tanker
check documents for filling

4 5
Uncouple Document
tanker and depart

Plan: 2.1 or 2.2, in either order; 2.3-2.5, in order

2.1 2.2 2.3 24 2.5
Check test Check WT Set fill Preparefil Connect main
valve for CL2 of tanker alarm line CL2 fill line

Plan: in order Plan: in order

242
Ensure main
CL2 valve closed

21.1 212 213
Open test Test Close test
valve for CL2 valve

241
Purge line

The same analysis can also be represented inftabiat, see e.g. [Kirwan&Ainsworth9
for an example. Although diagrams as in the fiqalveve are more easily assimilated b
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people, tables are more thorough, because detisgn notes can be added.

The technique itself at first sight resembles avélbart, but the boxes are laid out
hierarchically in a top-down fashion, going fronoa level goal, to the various tasks
which together fulfil that goal, to the actual piogd and mental operations that are
required to carry out the task. Three ‘levels’hie HTA is usually the minimum, with

seven as a practically-recommended maximum: thaénesjdepth of the HTA depends gn

the depth of analysis and the complexity of th&.tas

The general HTA steps are:

1. Identify main task goal.

2. Describe the main goal as a set of sub-operatidhsarplan specifying under what
conditions and order the operations are perforrdedcriptions may be graphical
and/or textual. Remember to use verbs.

Decide if further breakdown of operations is needed

If answer to #3 is yes, go to #2.

Analyse the decomposition for inefficiencies ofktaperations to achieve goal.
Recommend changes to task operations and plamgptove system performance.
Look at redesign of the task, interactions, toptseducts or the system.

o oIk w

An important aspect of HTA is known as the ‘stomgpinle’, or the decision of when to
stop re-describing the task in terms of sub-tasksaperations. The main stopping rule
to stop re-describing when further re-descriptioth add no further useful information fo
the analysis. The analyst must use judgment taddemm the level of re-description
required for a particular analysis, and in the HEoAtext, this will depend on the scope
the analysis as defined in the problem definitenmd the risk of missing potential errors

a task by failing to re-describe to a particulaele Wherever the analyst does stop, (s)He

would then simply stop re-describing at those miand this is represented in the HTA
drawing a line under the description boxes for ¢hiasks.

Another frequently used HTA stopping rule is P xStop when the product of probability

of unsatisfactory performance (P) times the costrsfatisfactory performance (C)
approaches zero (usually P or C will tend to zést)f The cost should be interpreted

broadly, for example time to correct the resulta @frong keystroke in software, persongl

injury due to lifting etc.

[Kirwan94] provides some detailed guidance questiand rules on HTA generation for
safety assessment, with more recent and more cbeypsi/e guidance being given by
[Shepherd01].

[2)

In

Applicability
range:

HTA is best suited for analysing relatively simptegnitive and physical tasks where a
clear goal, tasks and subtasks required to accemthie goal can be determined. It is
helpful for a redesign when the steps involvedhmprocess are known based on the
existing product.

A HTA can be used in many types of human factosgs@ments, e.g. Function allocatio

-

Interface and display design, Work organizatioty, design, Training and procedures, The

development of operator manuals and job aids, Ealeottification and quantification,
[Kirwan&Ainsworth92], [Kirwan94].

Life cycle stage:

HTA can be applied in all lifecycle stages to hégsigners articulate how tasks should
carried out [Kirwan&Ainsworth92].

Experience in
application to air
traffic:

According to [Kirwan&al97], HTA’s were completedrfall NATS’ ATC domains in the

UK, including Area Control, Terminal Control, Aigiid Operations, Distress & Diversiod,

and Oceanic Operations.

Related methods:

Link to TRACER, HEART, Link Analysis, Task Decomjitisn, OSD (Operational
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Sequence Diagram), Task Description Analysis, TimeeAnalysis, HTLA (Horizontal
Timeline Analysis), VTLA (Vertical Timeline Analys), Operator Task Analysis, DADs
(Decision Action Diagrams), OFM (Operation Functidodel), SDA (Sequence
Dependency Analysis).

FAST (Functional Analysis System technique) is ekjuariant of the HTA concept,
probably most pertinent in the early stages ofglefiirwan&Ainsworth92]

Availability and HTA is available. Although it can be done with paped pencil, computer support can pe
tool support: helpful, especially in preparing tables and hignaral diagrams. r
Maturity: HTA was developed in 1971. It is the most ofteneusesk analysis technique [Kirwan94
Acceptability: HTA is the most popular and flexible of the taslalgnis techniques.

Ease of HTA can be supported and integrated with many didsk analysis techniques and
integration: approaches of data collection. It is relativelyagthtforward to apply and is much simplgr

than many other task analysis approaches.

Documentability: There does not seem to be a structured methodathegng the input information
required, hence carefully documenting the gathepiogess may sometimes be forgottgn.
It is often best to use a tabular format as wethasdiagram format, both to record and tp
communicate the analysis.

Relevance to A technique like HTA is relevant to ATM applicati®since human tasks can greatly
ATM: affect ATM safety; however, for complex human tagke technique has its weaknesse
Some general strengths are:

7

1. HTA s easy to learn and to use; It is easy witlH3A to assimilate a large amount
of information relatively quickly, whereas certaither techniques require more
intensive scrutiny.

Is relatively straightforward to apply.

It can be used as a basis for addressing a lange 1@ problems.

HTA is an economical method of gathering and orgjagiinformation since the

analyst needs only to develop the parts of theathily where it is justified.

5. The hierarchical structure of HTA enables the astaky focus on crucial aspects of
the task within the context of the overall task.

6. HTA provides a context on which other specific aygmhes to task analysis (e.g. fo
data collection of for modeling design possibis)ienay be applied to greater effect

7. HTA is best developed as a collaboration betweendbkk analyst and people
involved in operations. Thus, the analyst shoulérafe in accordance with the
perceived needs of line personnel who are resplenfsibeffective operation of the
system.

8. HTA offers two distinct training benefits to peogegaged in the analysis. First,
analysts can use the technique rapidly to gaigimsnto processes and procedures
entailed in plants and organizations generallyo8dgit has training benefits for
people collaborating with the analyst, since theyraquired to express how they
think tasks should be carried out, thereby artimdgtheir understanding of systemg

9. HTA forms the basis of many other assessments¢emmunications analysis.

10. Because each task element is only broken dowreititoited number of sub-
elements, the analyst is provided with a convergletk that no task elements hav
been omitted at each stage.

11. Separating the task into subtasks allows the dexfignpporting systems to offer negv
ways of performing parts of the task.

12. Subtasks can be expanded further to show mordsidtasome circumstances,
subtasks can be broken down into individual key&tso A detailed model of this kin
would enable precise performance analysis.

13. Helpful in the redesign of an existing product cogess where tasks should follow
logical sequence.

£ I

14
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14.

IThe hierarchical structure of ths

task analysis approach allows the analyst to cdratenon crucial aspects of the tas
within the context of the overall task. Also otlsgecific techniques of task analysis

may be applied.

=]

15.

[This method is best developed

as a collaboration between the task analyst andmsaved in operations. Thus the
analyst should operate in accordance with the perdeneeds of people who are us

of the system.

A
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16. The HTA is commonly used ard
widely accepted in cognitive task analysis.
17. The HTA is very powerful because it can be appi@different types of physical anq
mental activities and different domains of applizas.

Con's and The HTA requires a lot of time, skill, and effoat t
resources: ]

usel An HTA can be undertaken by

one analyst; more than one for larger tasks. litiaddthe method must be carried out

with the collaboration of managers, engineers gutating staff, and this collaboration
involves agreement, time and effort from a lot ebple. Some general weaknesses of

HTA are:

1. The major weakness is that HTA tends to focus erWhat”, rather than the “why”
of tasks and subtasks.

2. The analyst needs to develop a measure of skiltder to analyze a task effectively}-
the technique is not a simple procedure that ceappéed immediately. However, the
necessary skills can be acquired reasonably quibkbugh practice.

3. HTA has to be carried out with a measure of colfathon from managers, engineer
and other operating staff. This is necessary imiotal ensure adequacy of informatign
and to confirm that the HTA complies with managem®guirements. While this
collaboration is in most respects a strength, tiesacommitment of time and effort
from busy people.
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HTA focuses on processes, meaning that it may ic&tuyp problems with the look,

layout, or content of the interface.
While a top-down decomposition and the plans caa gigeneral sense of sequentigl
actions, an HTA does not give a good sense ofdihgth of time of various activities
As a result, inefficiencies due to "waiting" mayéssed. Other techniques (e.g.
timeline analysis) must be used to achieve suchotibgs.

=]

Errors and “unforeseens”,
inevitable in the performance of a task, invalidafgart of the plans.

]

It is difficult to represent in the
plan goals which apply to every activity, interreghtactivities or ‘ad hoc' activities
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8. The HTA applies only to
procedural activities and not to heavily paraligtities.

9. Real tasks may be very complex. HTA does not sgaig well; the notation soon
becomes unwieldy, making it difficult to follow. practice no more than seven
‘levels’ must be used, with 4-5 as an ideal HTAgtte.

10. Some cognitive activities can be difficult to repeat in HTA.
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18. HTRR (Hazard Tracking and Risk Resolution)

References used:

Key references:

* [FAAOQO]

* [FAA SSMP]
Other references:
+ [NECO02]

e [Stroup]

Alternate names:

None identified

Primary objective:

HTRR is a method of documenting and tracking hazard! identifying safety issues, arjd

verifying their controls after the hazards haverbigentified by analysis or incident. The
purpose is to ensure a closed loop process of nranéce. identifying and controlling)
safety hazards and risks.

Each program must implement a Hazard Tracking 8y$tTS) to accomplish HTRR.

Description:

A key part of the HTRR process, management riskpietice, ensures that the
management activity responsible for system devetirand fielding is aware of the
hazards and makes a considered decision conceh@nmplementation of hazard
controls. This process is shown in the figure belich is from [FAAQO], although

slightly adapted to match SAM recommendations.
Hazard Analysis
NO—*  Document
Tracking

Report

%\ YES

Adequate
Controls?

Active Hazard
Tracking
Report

FHA .
(PSSA)
/

RT simulations
Other hazid techniques
Incidents

YES
'

Hazard

Risk Merge
Acceptance

Risk
Accepted?

YES NO NO YES
|

Additional
Controls?

The hazard analyses are fed by e.g. FHA (Functidaabhrd Analysis), Real-time
simulations, incident reports and other hazardtifieation techniques. Also, output of
PSSA (Preliminary System Safety Assessment) mightded. When a safety analysis is

Design or
Requirement >
Change

Evaluation

Signed Hazard
Tracking
Report

Evaluation

completed or an incident analysis identifies theand, the Medium and High-risk hazargs
in

are copied into the HTS (Hazard Tracking Systemjhé HTS, each hazard is recorded

a unique record, named a Safety Action Record (SERh SAR includes (see [FAA

SSMPY)):

1. A description of the hazard, status

2. An updated narrative history, including origin arahtext of hazard identification

3. A current risk assessment

4. Justification for the risk severity and probabilityinclude existing controls, and
requirements for the SRVT (Safety Requirementsfi¢ation Table)

5. A mitigation and verification plan

6. Potential effects if the hazard is realized

(Note that Section 2.2.3 of [FAA0O] gives a mor¢adled list of what SARsS must
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include). Each SAR must be classified accordingtétus (Proposed, Open, Monitor,
Recommend closure, Closed). All program SARs arewed with (1) Proposed status,
(2) Open status, and (3) current high risk. Thisaw is to occur at least biannually per
program. The key is the maintenance and accesgibfla SAR.

In [NECO02], in a HTRR, a single closed-loop hazmetking system is established to

document and track hazards and their controls,ighray an auditable trail of hazard

resolutions. A centralized file, computer databaskazard log must be maintained. Thd

hazard log will contain:

« The name of the safety engineer who generatedabarth report

e Descriptions of each hazard, including an assatiaszard risk index

e The system/subsystem involved

« Events/mission phases associated with the idedtifezard

e Hazard effects on personnel, equipment, platforchearvironment

e Controls recommended to reduce the hazard to ddévisk acceptable to the
Managing Activity

< Initial, target and final risk assessment

e  Status of each hazard and its control

« Traceability of the process on each hazard log frem initial identification to
resolution at a level acceptable to the Managintivig

» Identification of residual risk

e Action person(s) and organizational elements

e Final disposition/verification

« The signature of the Managing Activity person aticepthe risk, which affects
closure of the hazard log.

Applicability
range:

The HTRR technique as described above applies ynairilardware and software-relate
hazards. However, it should be possible to extbadriethod to also include human and
procedures related hazards, by feeding these hafrard suitable hazard identification
techniques.

| =

Life cycle stage:

According to [Stroup], [FAA SSMP], HTRR is perforoheuring Operations and
maintenance.

Experience in
application to air
traffic:

[Stroup] mentions that FAA are establishing a NaicAirspace System (NAS) Wide
Hazard Tracking and Risk Resolution database taterdmgh and medium risks
identified by the analyses.

Related methods:

Link to Failure Tracking. The hazard analyses areldy FHA (Functional Hazard
Analysis), Real-time simulations, incident repatsl other hazard identification

techniques. Also, output of PSSA (Preliminary Systeafety Assessment) might be usqd.
The TOPAZ methodology, for example, includes a hzaverage analysis.

Availability and Tool being developed [Stroup]

tool support:

Maturity: 2000 or older

Acceptability: HTRR is recommended by the FAA.

Ease of Hazard identification techniques other than thdszady mentioned can be easily

integration: integrated in the process.

Documentability: The level of documentability of this technique $sential for a good outcome, and appdars
to be high.

Relevance to ATM needs a systematic list of how each hazardiglled, hence a technique like HTRR

27/10/04

ATM: is relevant for ATM safety applications. Howevether techniques could also be
appropriate (see Related methods).
Con's and Resources are required to properly take the odfthe hazard identification into accourt.
resources: I'I
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19. Human Error Database

References used:

Key references:

« [Kirwan&Basra&Taylor.doc]

Other references:

e [Kirwan96-I]

¢ [Kirwan&al97-11]

e [Kirwan97-Ill]

Additional reading:

« [Kirwan&Basra&Taylor.ppt], [Kirwan&Kennedy&Hamblen]

Alternate names:

None

Primary objective:

To collect data on human error, in order to supptibility and validation of human
reliability analysis and quantification techniques.

Description:

There is often significant uncertainty or lack e&r confidence in human error
probabilities derived through the use of Human &ulity Analysis (HRA) techniques,
due to paucity of real data or to uncertainty aieraccuracy of HRA techniques
themselves. HRA has come to live with this; howettee potential advantages of ‘real’
data still outweigh the difficulties of collectiramd structuring a database.

An example of a human error data collection initiis CORE-DATA (Computerized
Operator Reliability and Error Database), fundedidrjous industrial domains (especial

nuclear power). CORE-DATA has been generated Yianaan reliability assessment usgr

needs analysis, and is based on valid human exonbmies by which qualitative and
guantitative data can be identified and categoriZéé database contains human error
data that have been collected from a variety ofcasu A similar initiative could be startd
for ATM, therefore CORE-DATA is described here.

CORE-DATA currently contains over 400 data poiltata were originally (1992-1995)
collated from the nuclear power industry, but reaativities (1995-2000) have extende
into other industry sectors, such as offshore tifglevacuation, manufacturing, offshorg
drilling, permit-to-work, electricity transmissionuclear power plant emergency
scenarios, calculator errors, and a small numb&ddd-related human error probabilitie
have been developed. Development of CORE-DATA oarg. The ultimate intention of
the program is to learn generic insights into eim@spective of the industrial domain.

Data can be searched within the system using Wleeséarch parameters of Industry typg¢;

Level of operations; Equipment/task; Human actarg External error mode. A search
can be made as wide or as specific as requireddoypulating these search parameters

Aviation is among the diverse data points currewilyin the system

y

d

| =

Applicability
range:

Human error data collection can be used to proiidet for human reliability analysis
techniques, or to provide input to risk assessm@ngs for human errors needed for fau
or event trees).

Life cycle stage:

Databases with quantitative human error probadslitire most applicable during designj

However, they may also be used as qualitative ssurs€hazards during earlier phases.
Such databases can be extended with more datgydyérations and maintenance.

Experience in
application to air
traffic:

Some preliminary work has been carried out to geeea small number of human error
probabilities as part of the ongoing CORE-DATA warogram.

Related methods:

Link to HEART, TRACER, Fault Tree Analysis, Everte€ Analysis, Errors of
Commission.

Availability and
tool support:

CORE-DATA is a computerised system but also existgard copy format.
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Maturity:

CORE-DATA was initiated in 1992, following a recorantation by an advisory
committee for the safety of nuclear installaticBQRE-DATA currently contains
approximately 400 data points in the computerizecht, and a further 1100 in hard copy
format. After a recent study the database is beitgnded. Three main areas of further
development are: 1) Consolidation of the CORE-DASyAtem; 2) Extending the databg
into key areas; 3) Development of CORE-DATA asradustry resource and service.

Ul

Acceptability:

CORE-DATA is currently being managed and develdmpethe UK Health & Safety
Executive, the UK regulator.

Ease of
integration:

Any human reliability analysis technique can préfiim databases with human error
probability data.

Documentability:

At the moment full documentation is not availabl®ugh the database itself can be
queried.

Relevance to
ATM:

Databases on human error probabilities are higiigvant for ATM human factors
assessments.

CORE-DATA contains real data on human error, rathan collections of data based or]

expert judgement (as its USA counterpart NUCLARRSJoGeneral advantages of usirjg

real data are:

1. They can be directly used in assessments (althfaughis purpose the database myst
be very large and specific to the application area)

2. They can be used as calibration data for certaiA Rhniques (for example, Pairefl
Comparisons needs two or three real human errdiapitities in order to produce
new probabilities — see the Use of Expert Judgetesmplate)

3. They can be used as validation data when compahatiesting techniques (see e.g,
[Kirwan96-I1], [Kirwan&al97-11], [Kirwan97-111])

4. They can be used as guidance data for assessorsgutdtors to know the
approximate general failure rates for differenksas

Con's and Resources — the computerised version can be useldyqio search for relevant human
resources: error data.

Some general weaknesses are:

1. There is a danger in over-reliance in the ‘reatadd@he circumstances under which
the data was collected should always be takergiotount.

2. The database at the moment contains very littteenvay of ATM-related data,
therefore some effort is needed to populate thebdate, either from incident studieq
or from real-time simulations.

3. The international availability of the database rammanclear at this time, although the
workings of the database, some sections of dathitnecording formats have been
published.
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20. Human Factors Case

References used:

Key references:

« [Eurocontrol strategy]

« [HFC]

Additional reading:

e [Barbarino01], [Barbarino02]

Alternate names:

Human Factors Integration in the development of agstems

Primary objective:

The Human Factors Case approach has been devetwpealide a comprehensive and
integrated approach that the human factors aspeet®ken into account in order to
ensure that the system can safely deliver desiednnance.

A Human Factors Case is a framework for human fadtiegration, similar to a Safety
Case for Safety Management. EATMP will apply hurfeiors expertise, methods, toolt
and products to concept formulation, design, imgetation and operation of projects, i
order to provide a regulatory framework for humactérs integration through the
application of mandatory EATMP human factors caff@srocontrol strategy]

Description: The Human Factors Case is designed to be simgletipal and effective, with four key
stages:

e Stage 1 - Fact Finding and Human Factors IssueysisaHFIA). Recording of
factual information about the project backgroundtem and system environment, s
well as key stakeholders and documentation. Ideatibn of the project-specific
human factors issues at the early, middle andplaéeses of the project lifecycle, as
well as the importance and urgency with which thesees need to be addressed, the
safeguards and arrangements already in place descaption of the further actions
required to address the issues in a suitable dfidisnt manner.

e Stage 2 — Human Factors Integration. Integratiomuoiian factors approaches to
optimise system performance, and assessment afithan factors work carried out
within the project to demonstrate that the main aorfactors issues have been
addressed adequately. Statements of key conclusmmshuman factors studies with
references to the relevant sources of evidenceadltey can be challenged if it
emerges that they are critical to the outcome.

e Stage 3 — Monitoring. Description of the monitorengangements (planned or
implemented) for the operational phase of the jgtajeorder to provide feedback orf
the performance of the system with respect to thean factors issues identified
within the human factors case.

e Stage 4 — Human Factors Case Assessment. Indepersdessment of the Human
Factors Case.

The approach utilises team-based issue identificatnd analysis, and assists in

integrating Human Factors by suggesting methodd@uoid that can be used within a

‘ladder’ approach, where different levels of hunfiactors integration are stipulated to

help plan the required human factors activities imudrd the key conclusions. Six

‘Human Factors Issues’ underlie the whole apprdadtelp identify, assess, and monito

issues relevant to a project:

¢ Human-Computer Interaction.

e Organization and Staffing.

e Team work and Communication.

e Training and Development.

e Procedures, Roles and Responsibilities.

« Recovery from Failure.

Applicability A Human Factors Case should be prepared for all:
range: » Bespoke systems — new, tailor-made systems.
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« Commercially available systems — “Commercial OfET®helf” (COTS) systems and
products.
« Systems implemented elsewhere — main emphasiscahifoplementation issues.
* Modified systems that are:
e extended by new system level functionality.
« changed to have a new or modified fit, includinghteology updates.
» proposed for a change of role or operational usésiwwas not envisaged in the
previous Human Factors Case, even where theredis tm change in system
configuration.

Life cycle stage:

The Human Factors Case should be initiated ataHeest possible stage in the Project ¢
Program so that human factors issues are identfieddealt with while opportunities
exist to resolve them satisfactorily. The HumantéacCase Guidance divides the
EATMP Phases into three summary phases:

e Early: Initiation, Planning and Feasibility

* Middle: Development and Pre-operational

« Late: Implementation, Local Implementation and @giens

Experience in
application to air
traffic:

1. 2002-2003: First application was in the feasibititydy for Airborne Traffic
Situational Awareness (ATSAW). The purpose of tHRéSAW Service is to provide
the Aircrew with an improved awareness of the aumding traffic situation. By
improving such awareness, the ATSAW Service is ebqukto contribute to the
strategic objectives of the Target concept conthinghe EATMP Operational
Concept Document and the ATM 2000+ Strategy.

2. 2002: A Human Factor Issue Analysis has been peddrfor a phraseology issue fq
the safety group of the EUROCONTROL MUAC (Maasttitlpper Area Center).

Related methods:

Link to Ergonomics Checklists, Interface Surveys.

Safety Case:

A Human Factors Case has a different focus to et&fase. The Human Factors Case
more focused on performance optimisation - augmgrtuman strengths and
compensating for human limitations to improve tatgtem performance. However, the]
Human Factors Case may also highlight some newysadkevant issues, provide more
detail or identify better control measures, via@endetailed examination of human
factors issues such as ‘human error’ human recdveny system failures, reduce the
potential for fatigue problems, workload problemis, Such issues will normally be
addressed at some level in a safety case. Howathexr, important human factors issues|
are often not addressed at all in a Safety Caseselimclude workstation ergonomics,
Human-Machine Interface (HMI) usability, trust incdhacceptance of in the system,
longer-term planning and staffing, skill changes.

Quality Management:

Project Risk Management enables the managemeisikcds an integrated part of projec
management through all project phases. With inanggsoject complexity, tighter
schedules, demanding budget constraints and tltetoe®mprehend an escalating
volume of information, it becomes increasingly idifflt to maintain focus and stay in
continuous control of a project. Traditional prdjeanagement techniques often fail to

=

=

S

address the uncertainty in the decision-makinggsses. This leads to a reactive appropch

to risk management, where ‘fire-fighting’ becomles horm.

Risk-based Project Management:

Risk-based project management provides a morepaaast and structured approach to
understand, communicate and manage project rislacRve risk management provides
continuous focus on the most important threatsagmbrtunities, allowing the project to
make more informed decisions, seize opportunitiesavoid pitfalls, thus increasing the
chance of project success. Insights can be gamedguch approaches, which help to
predict and manage threats and opportunities. Heryévey will not necessarily ensure
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that the pertinent HF issues are addressed.

Availability and
tool support:

The first draft of Human Factors Case Guidance NHltes available from April 2003.
The guidance is available in document format withport from a Web-based tool. See
www.eurocontrol.int/eatmp/hifa

Maturity:

Human Factors Case was recently (2002-2003) desdlbp EATMP HUM
(EUROCONTROL).

Acceptability:

In due course, Human Factors Cases will be mangdbtoEATMP.

First applications in the ATSAW project and the MOAhraseology issue have shown
high acceptability by all parties involved.

Ease of
integration:

The overall approach of the Human Factors Case tairbe simple, practical, and
effective.

Human Factors is a broad discipline, which consideany other factors that influence
human- and system performance, such as job orpaeedures and task design, team
issues, human-machine interface design. In additi@impact of human resources
practices are also incorporated, such as seledtaining, planning and staffing,
competency checking and licensing.

Documentability:

The Human Factors Case offers all techniques, toaistemplates to gather and input
information required, hence careful documentatiballcfour phases of the Human Fact
Case for comprehensive human factors integration.

rs

Relevance to
ATM:

The Human Factors Case proposes a standardisestraightforward process to enable
Project Managers to ‘make a case for human factdl& Human Factors Case has thre
key functions. First, it helps to confirm and suggbe realisation of intended system
performance objectives and criteria. In this setteHuman Factors Case offers predig
performance assurance, which may be in terms oéased landing rate, sector flow

throughput, improved conflict resolution, etc. Settoit helps to guide and manage the

e

ed

human factors aspects in the design cycle so tgstive aspects do not arise and prevgnt

the system reaching its performance level. Thirdelps to identify and evaluate any
additional detailed human factors safety aspedislneady found in the safety case.

A unique aspect of the Human Factors Case isttipabimpts attention at the earliest
possible stage of the project lifecycle to planniingining and staffing issues, to help
ensure that competencies and resources are aeditatihe timely implementation of ne
systems.

<

Con's and
resources:

The Human Factors Case requires time and faaditagkills. A variety of personnel or
system users may be considered, these include ABDg&eers and maintenance
personnel, control and monitoring personnel, tr@nsupervisors, management and
support personnel. A Human Factors Case shoulddmmasnyone who is affected by
system changes and whose performance contributhe total system performance.
Key roles identified:

Project Manager

Human Factors Coach

Facilitator

Human Factors Case Key Stakeholder Team

Independent Human Factors Assessor

g wh e

The application of human factors methods is a kay af the system design, evaluation,
and timely implementation, but the process candmeptex and difficult to understand.
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21. PDARS (Performance Data Analysis & Reporting S ystem)

References used:

[Braven&Schade03]

Alternate names:

GRADE (Graphical Airspace Design Environment)

Primary objective:

Provide Performance Measurement Metrics for theefadiviation Administration
(FAA) at the national, as well as field level (imidiual en route and terminal facilities)

Description:

The FAA and NASA are jointly sponsoring a prograntdevelop PDARS, the objective pf

which is to collect and process operational datelfding aircraft tracks) and provide
information to the users relevant to the air taffystem performance on a daily basis.

Process steps:

‘Tap clients’ are maintained at each facility sitecontinuously collect selective radar
data, the data is processed and daily reportsearergted, daily data is then sent to a

central site for storage where the user can rargstorical data, as well as conduct trefjd

analyses.
Applicability Primary focus is on procedures/organization andiges a variety of text and graphical
range: outputs for use in analyses or a wide variety efspecified graphics.’

Life cycle stage:

PDARS involves an iterative process with the fatep being definition, followed by
design and then implementation. Based on feeddagkhe dynamic nature of air traffig
operations this process is repeated with accompgnyaintenance.

Experience in
application to air
traffic:

Ultimate development of PDARS has evolved from eigmee in applications, including:
accident/incident investigation, airport/airspaesidn, visualization of complex traffic
operations, flight path/profile analysis, trafflo/sector loading analysis, operational
performance assessment, environmental assessnteptiblic relations.

Related methods:

Radar data can be processed from en route SAR, tapesnal optical discs, and oceani
DOTS data to provide the same aircraft trackingrimiation available through the site-
specific tap clients installed at the ARTCCs andAU®NSs.

Availability and
tool support:

PDARS will soon be installed and operational atte en route centers in the contiguol
U.S. All facilities with PDARS installation are mitored daily and problems addressed
immediately. Processing and tool software are tgeiperiodically and retraining is
provided to the users as needed. Contractor stiplarelephone is also available to as
and correct any problems encountered.

ist

Maturity:

PDARS has evolved from the prototype stage to bememented nationwide. PDARS
Quarterly Users’ meetings have provided technicad@nce to maturing the system and
numerous useful applications have been presentéuebgttendees.

Acceptability:

PDARS has been fully accepted in all facilities vehi¢ has been installed. PDARS has
been adopted as the measuring tool to evaluateahsition to RVSM in the US.
Numeric accuracy is well within the FAA standards traffic operations analysis and
provides the most accurate measurement tool alailalthe FAA to date.

Ease of
integration:

PDARS provides data that can be easily includexther techniques. PDARS reports cz
be formatted to match requirements of other tealesq Essential PDARS skills are
taught in a three-day hands-on training class. diN@aced statistics are required.

Documentability:

PDARS supports it user with a suit of documentati@mnuals which include: the File
Manager Analyst and Operations Guide, a currersieorrof the Training Workbook, the
Quick-Start Guide, the User's Manual, and the PDARPloyment Notes (assist in the
deployment of hardware at the site locations.

Advantages:

PDARS is extremely versatile. It can analyze openatof a single flight, operations
within one airspace volume, facility, airport, arder airspace system. It can look at sin
days or multiple days, limited only by the avaikablata. PDARS has many application
for ATM safety assurance, including airspace opation, incident analysis, impact
analysis of temporary airspace modifications, ¥tsualization tools in PDARS are
extremely suitable to support qualitative analy$$ARS does not require any set leve
of data, provides results with little availablealahd better results for large data sets.

hle

Disadvantages:

PDARS does not integrate airborne data or ATGifligan and ATC instructions data.
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22. SADT (Structured Analysis and Design Technique )

References used:

Perrin, and Spouge. (2004) 2004 Baseline IntegrRisk Picture for Air Traffic
Management in Europe

Perrin, and Damidau. (2004) ATM SADT model at llogizon 2012

Hale, A.R., Heming, B., Carthey, J. and Kirwan(B297) Problem solving cycle model
and safety culture. Safety Science, 26, 121 -140.

Hale, A.R. , Kirwan, B., Guldenmund, F., and HemiBg(1998) Capturing the river:
multi-level modelling of safety management. In MiguJ., Wilpert, B., and Miller, R.
(1998) Nuclear Safety - a Human Factors Perspedtivedon: Taylor and Francis, pp.
161 - 182.

Marca, D.A. and C.M. McGowan. (1988) SADT Struetli Analysis and Design
Technique.

Alternate names:

Top-down modular and hierarchical functional decogifion (System Functional Model

Primary objective:

SADT™ is a technique that is useful for system piag, requirements analysis and
system design. It was developed to provide a oigerdisciplined approach to achieve

understanding of user needs prior to providingsgiesolution. It is generally used in the

planning, analysis and general design phases fava@ module, although other
techniques are used to specific program desigre shreconstructs necessary for progrg
design of sequence and interaction are not foutldm&8ADT.

The usefulness of SADT modeling technique to supfdM safety assessments is to u
the ATM model as a preliminary identification oftbauses of accidents, for use in ari

model. Accidents are considered to arise fromlar&of one or more activities to delivedr

their intended outputs.

m

e
k

Process steps:

1) Define Top-Level Functions (from Inputs)

2) Organize Functions Into Logical Relationships

3) Decompose Higher-Level Functions Into Lower-Lewenctions

4) Evaluate Alternative Decompositions

5) Document Functional Analysis Baseline

6) Relate SADT model to risk model (this step idedion top of the ‘normal SADT
process)

Description:

Step 1 serves as an input to Step 2. Here théidmsanclude the central functions

required for the system to accomplish its missi®secified by the concept of operatiops

(e.g. EUROCONTROL OCD). In Step 3, higher-leveidtions are decomposed into sy
functions with specificity increasing at each legEtlecomposition. Basically, the

decomposition of a system is a top-down approagiidblem-solving. Shown graphically

(below), the decomposition is taken to a level hicl the functions have been totally
decomposed into basic sub-functions and each sudiifm at the lowest level is

bh-

completely, simply, and uniquely defined by its osat Requirements. This means thal

Requirements. When the requirements developmeneps ceases, the SADT modelin

functional decomposition continues as long as tiseaefurther need to define Iower-levelgl

may cease.
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SADT makes use of two types of models, namely @gtivodels and data models. A
SADT activity model describes the decompositiomdtfvities. A SADT data model
describes the decomposition of data.

The SADT activity model represents activities (@ndtional elements) as blocks using t
Constraints

following notation: '

=  Outputs from the activity - shown to the right. x

= Inputs required — shown to the left. Inputs ] F;‘Ir;fﬂng' > outputs
* Necessary resources — shown from below. F

= Constraints limiting the activity — shown from aleov R

Each activity may be decomposed into componentities, with their own inputs,

outputs, resources and constraints.

An inadequate output may result from either:

= Inadequate inputs or a failure of the activity tonpensate for this.

= |nadequate performance of the activity by the dpetresources, under the influeng
of relevant constraints.

= Inputs are specific flows of information requireat the activity. Inadequacies in
these information flows will prevent the activityrfctioning as intended (although it
may function in a degraded state). They will appedlicitly as failure events in the
risk model. For example, the surveillance pictgran input to ATC, and output in tH
form of inadequate ATC instructions may result framinadequate surveillance
picture.

= Constraints are conditions that can influence thizigy or its effectiveness (defined
as the probability of the output being adequatendfraints do not immediately
prevent the activity functioning as intended, batynerode safety margins (sometin
described as “latent” faults). The SADT model afpemo identify the major topic
areas within which such faults may occur.

= Resources are the people or systems required fiarethe activity. They will
appear as actors in a risk model. Inadequacideein performance are in effect
another type of constraint, influencing the effeetiess of the activity.

In Step 4, alternative decompositions of functi¢fasnctional Architectures) and

Requirements at all levels are evaluated. Theakiations are necessary since there is

single “correct” decomposition; however not all dexpositions are of equal merit. Itis

necessary to evaluate alternative decompositionsdier to select the decomposition be

suited to support the forthcoming risk modeling.

e

S

no

A detailed SADT diagram for airport ATC departueg\sce provision is provided below.
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Step 5 is documenting the process with the hieyanflSADT models, assumptions made
and rationale behind the functions decomposition.
Step 6 is to create a transparent link betweelBS#RT-based ATM model and the risk
model. The approach to this is briefly consideredodows:
In general, a risk model can be formed from a fiometl model by turning each element
into a corresponding failure, which can usuallyabhieved by a prefix such as
“inadequate”, “ineffective” or “inappropriate”. Alircraft accidents can be loosely
considered to result from an “inappropriate flighajectory”. Working backwards througi
the SADT model, the causes of this can be seemeféctive avoidance action”,
“inadequate flight management” etc. Each of theag be the result of either:
= |nadequate inputs, such as ATC instructions, flghns, position information etc.
The causes of these may also be traced back thtbhedbADT model to their own
inputs. Further decomposition of the SADT model give a more detailed
breakdown of these causal factors.
= |nadequate performance of the resources underamieonstraints. For example, ths
might be poor flight crew performance in combinativith adverse weather, poor
aircraft ergonomics etc.
Inadequate performance in an activity is not uguakimple result of inadequacies in th
information received, but is more commonly the sectype of cause above, resulting
from inadequacies in the processing of the availaidbrmation. This occurs “within the
box” of each activity in the SADT model. A humareogator may fail to identify the
critical information among a large quantity of l@sgportant alarms and indications, or fgil
to make proper use of the information. An automatexiem may also make incorrect
decisions, due to inadequacies in design, maintenanoperation. These errors
originating within an activity can be representedailures of the resources or constrains
within the SADT model. Hence developing a systematialysis of the resources and
constraints may be as important as tracing theténfpueach functional block.

™D

Applicability
range:

This technique is applied to the functional modglinat is needed to identify specific
information flows between the main actors and systvolved in ATM, so that
interdependencies can be identified and so thisciear whether or not they are
represented in the risk model. The model is necdssasimplified representation of the
complex reality.

Life cycle stage:

Technique can be required as early as the scopmaddling phase of the life cycle.

Experience in
application to air

This technique has been extensively applied tduhetional specifications and design o
ATM systems in the industry; specifically ATM/CN@stems and services. This
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traffic:

technique is being applied to the Integrated RiskuRe to support gate-to-gate risk
assessment.

Related methods:

Petri Net modeling techniques are also used fos#fiety modeling of complex safety
critical systems and operations (e.g. by TOPAZ)

Availability and
tool support:

This technique has been available since early &sdifferent computer programming
tools can be purchased (e.g. BPWin/IDEFO tool comsrakzed by Computer Associates
to support the SADT-modeling.

Maturity:

- SADT™ is mature (more than 20 years applicatmaupport design activities) in its
development and has been widely used in industiydnly aeronautics) in particular
supporting software engineering.

- Application of the SADT modeling to support ristodeling and subsequent safety
assessment is on the other hand fairly new andimgltlemonstrated.

Acceptability:

- SADT™ use to describe complex systems and cotiteotlevelopment of complex
software is widely accepted.

- To support risk modeling and more generally safssessment, this technique is
currently in evaluation for acceptability in the ROCONTROL Safety Assessment
Methodology (SAM) and SAND (Safety Assessment femNDesigns) processes. To
date, results are under review and appear reasonabl

Ease of The technique and underlying logic is easy to ustdedd. However, recommend as a
integration: minimum, practitioners take formal training.

Documentability: High.

Advantages: The SADT modeling technique enables to form a ceteplalbeit very simplified, model

of ATM. It identifies the main activities, actoradinformation flows in ATM at present,
and provides a suitable framework for represerttiegchanges in these in the future. THe
model could be broken down to provide a more dedailescription of ATM. An
important aspect of the SADT model is that it hights interdependencies between
functional blocks, so that it is clear whether thage represented in the risk model. Oné
type of interdependency may be common origins phegntly independent information
that is input to an activity. The SADT model alloth®se common sources to be
identified. Another type of interdependency maycbaimon resources or constraints
between different elements of the SADT model.

Disadvantages:

= Applied to wide system (e.g. ATM overall model dagers), the SADT model may
get very large and complex.

= The selection of inputs, outputs, resources andtcaints is to some extent arbitrar)l)
For example, most real activities make use of impanging from always essential t
occasionally useful. Similarly, there are innumégatonstraints ranging from the
obvious to the indistinct. The models presente@ Ineske a preliminary identificatiof
of the key inputs, outputs, resources and conssrditore systematic treatment may
result from hazard identification exercises andrible modeling, and hence an
iterative approach to SADT model development isrdbte.

= Temporal relationships are not always clear
- When are inputs produced?
- When are outputs produced?
- When do boxes perform actions? (sequentiallycomently throughout, partially
overlapping)
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23. SAFSIM Template

SAFSIM

References used:

'Interim SAFSIM Guidance' that is about to go onwebsite which can be
referenced as Kermarquer, Y. and Antonini, A. 208%rim SAFSIM Guidance,
Eurocontrol with the wesite addresstp://www.eurocontrol.int/eec

Scaife, R., Fearnside, P., Shorrock, S.T., and &mvB. (2000) Reduction of
separation minima outside controlled airspace. #aeSafety Management
conference, Copthorne Tara Hotel, London, 22-23.May

Rachael Gordoh Steven T. Shorroé Simone Poz3, Alessandro Boschiefo
(2004) Using human error analysis to help to fagafety analysis in ATM

simulations: ASAS Separation. Paper presenteceattiman Factors and Ergonomfcs
Society 2004 Conference, Cairns, Australia, 22a8th August, 2004.

Shorrock, S. Kirwan, B. and Smith, E. (2005: ingsjePerformance Prediction in Ai
Traffic Management: Applying Human Error Analysipgkoaches to New Conceptq.
In Kirwan, B., Rodgers, M., and Schaefer, D. (Bdgjnan Factors Impacts in Air
Traffic Management. Ashgate, Aldershot, UK

Adrian Gizdavu; EEC Report N374/2000, Spata 2000 R eal-time Simulation
http://www.eurocontrol.int/eec/publications/eecreports/2002/374.htm

Alternate names:

Safety Measures for Real Time (Human-in-the-Loap)uations

Primary objective:

To take measures during real-time human-in-the-Eoplations to derive safety insight

Description:

SAFSIM is a process and a toolbox of measures pfoeess involves either the
measurement of the safety of controller performamicen faced with specific safety

safety-related events (e.g. hazards) in a simulativelse general safety monitoring usifig
less intrusive procedures to see if any safetyvegleinformation arises during a real tim|

simulation.

a)

Process steps:

1. Determine whether there are specific safety objestfor a simulation — these
may arise from a hazard analysis (e.g. particudaalds that are of concern ang
may be seen during a simulation) or from other cesife.g. review of
operational incident data or controllers’ opinidroat pertinent safety issues).

2. If there are specific safety-related events ofregefor the simulation these mugt
be related to the simulation environment and objest to see how they can be
integrated into the overall simulation plan andeitecution. This will lead to the
definition of specific safety events or scenartwet tmust occur during the
simulation in a planned and measurable fashionmipies of such events could
be failure or ‘bad data’ resulting from a proposedtroller tool, or adverse
weather events, or pilot error. If there are nacHmesafety events of interest thgn
a standard set of general measures can be applied simulation (see [3]
below).

3. Measures must be chosen for the simulation thatHaw safety conclusions or
at least insights to be drawn. General measurésde@utomatic monitoring of
reductions in standard ATM-relevant safety crit€dgay. losses of separation;
runway incursions; ACAS/TCAS activation, etc.) eiatomatic event logging
systems or more specialized safety monitoring syst&uch approaches may
also be facilitated by controller self-report amtddation observer report.
Standard debriefs and questionnaires after eackisaeand at the end of the
simulation should also include general safety doest For more safety-related
event oriented simulations, e.g. considering thtemtial impacts of a hazard or]
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situation awareness, workload or teamwork, moreifipeneasurements will be
used (see Table below). For all measures, it maistelcided how the measure
will be administered, the expected direction of ¢ffect, and how to analyze thq
measure, and the safety criterion (qualitativeuarditative) from which to judgd
the extent of the impact. In a number of caseswilisnclude the need for a
severity classification scheme (e.g. for lossesepfaration), but in other cases
may be more subjective or interpretative by theutition ‘experimenters’ e.g.
interpretations of workload or situation awarenegsacts.

The simulation is then run. For general safety mesament, there may be a neg
for debrief and clarification sessions with the ttolher subjects. For more
focused measures these debrief sessions (withrestogitrollers or multiple
controllers) may be expected to be more intenSeee measures (e.g. situatign
awareness or physiological measures) may also lpe intrusive’ in that they
may actually require a short temporary interruptibthe simulation itself whilst
key questions or measurements are taken, or ioabe of psycho-physiological
measurements (e.g. heart rate, eye movement topaliectro-dermal activity,
etc.) the measures may not actually interrupt ilmelsition but the controller willl
be required to wear monitoring equipment. In atllsuases the impacts of the
measurements and measurement methods themsellebavior must be
assessed to determine how they affect the valaditgsults on safety and other
simulation objectives.

Analysis and determination of safety insights tbeaours. In simulations
exploring reactions to safety-related events,ghizuld usually lead to a
conclusion that safetgs evidenced in the simulatiovas either enhanced,
degraded, no change occurred, or the measure/sionigcenario was
insufficiently sensitive to the intended safetyexdfbeing investigated, or finally
that the observed change was an artifact from tasnore itself (and therefore
may not appear in a real situation). Interpretinghssafety insights or evidence
requires careful interpretation however. Firstty, fiazards that are ‘fed into’ th
simulation, these will often have a far higher acence rate in the simulation
than in reality — therefore the controller reactionay differ from reality,
particularly when considering rare hazards or exepecondly, in terms of errorp
or events that ‘arise’ during a simulation (i.eeylwere not pre-planned into theg
simulation), it must be remembered that these paéthted events may
sometimes occur more easily in simulations thameatity, due to lack of
familiarity of controllers with the simulation arsgenarios (e.g. HMI, new
concept and airspace unfamiliarity), and also synygicause it is ‘just a
simulation’ and so controllers may act less safleiyn when handling real traffic
in the controllers’ normal working environment. $tioes not mean that
observed events (e.g. controller errors) are eidlfi but rather the ‘rate’ may be
significantly higher than in normal activities. Aa important counterpoint to th
potential ‘bias’ however, if an event predictedpassible (e.g. a human error)
does not appear during a simulation, it does natmitewill never appear in
reality. A typical simulation may last two weekstlwthirty controllers facing fivd
exercises per day. Whilst this is always a subistiateist of a system, in safety
and risk terms it will not be a reliable measureas€ events (e.g. less than ong
a thousand in terms of anticipated likelihood).e&Ciartherefore needed in
drawing conclusions from simulations to inform j safety case conclusions|
Real time simulations can provide important insidiotr safety cases, but will nqt
always be definitive. This is why the project wafled ‘Safety insights in
simulations’ — because a simulation can rarelyXfeestive due to practical
limitations (simulation costs and availability afrtrollers), and so it is
insufficient as a means to judge safety conclugiwéien considering rare event
Nevertheless, the controller reactions and expeeg@associated with such
simulations can lead to important insights abotatgaof the concept being
simulated, and associated errors and failure-regqegths. These experiences
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can still inform the safety of a project or systemg lead to the derivation of
safety requirements, as well as training and prac@dmprovements.
6. Safety insights are fed into the project safetyusoentation.

Table — Typical Measures for Gaining insights frBeml Time Simulations
Event Logging Safety-related Human Factors- Psycho-
related measures physiological
measures
Heart Rate

(automatic recording) measures &
techniques
‘Seeding’ hazards

Loss of standard Workload (various

separation and safety-related | measures such as | Variability
scenarios into NASA-TLX; ISA;
simulations SWAT; etc.
Automatic Safety Severity Situation Awareness| Eye
Monitoring Tool classification (e.g. SASHA; movement
(ASMT) — measures | schemes SAGAT) tracking and
various safety-related pupil
parameters diameter
measurement
Safety net activationg Time to recover Teamwork impacts | Electro-
(e.g. ACAS/TCAS; from hazards (various — see dermal
short-term conflict SAFSIM manual) activity
alert occurrence;
other)
Video recording; Subjective questiong Skill degradation Brainwave
radar screen and and debriefs on (SHAPE toolkit) measures
strips recording; perceived safety (e.g. P300)
voice recording; othel| impacts
event logging
Time (for various HERA — Human Trust (e.g. in

measures — e.g. time| Error in ATM — automation or fellow
to detect or respond | used to classify and| controllers — SHAPE
to events) understand human | toolkit)

error events
Communications TRACER - used to
and communications | predict possible (for HMI aspects —
time errors that can see SAFSIM

then be observed in| Manual)

the RTS

Usability metrics

Applicability
range:

Real time simulations are a flexible approach, &bladdress airspace design, new
automation tools and concepts, controller workirgghnds and Human-Machine Interfa

(HMI) design for example. Real time simulations al particularly useful in examining

impacts on controller performance. Real time simoites are less used for software and
hardware evaluation, because firstly other metlawdsavailable and more efficient, and
also simulation ‘platforms’ are themselves usualkimplified abstraction of the real
system, so can only test hardware and softwarecespeprinciple or functionally.
Nevertheless, they are good overall tests of a&sysable to find problems in the intends
system architecture and implementation. For thasaa often large-scale tests may be
carried out on site, in a simulation facility atamfjacent to an air traffic control centre. If
system is tested in the center itself, this contstit either a ‘shadow-mode trial’
(controllers using the system are not in contraldre ‘following’ live traffic), or else it
can be an actual ‘live trial’ in which the new ®ystis actively used to control/monitor
traffic. In both of these cases, there must besaessment of the safety of the trial itself

so that the trial cannot induce actual incidentseduce the real system’s ability to

live trial itself — called ‘Live Trial HAZOP’ — seBlAZOP in the toolbox).

respond to actual incidents during or after thed {this can be done using a HAZOP of tre

e
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Life cycle stage: Usually real-time simulations occur mid-way unété in the concept development life l

cycle (i.e. a detailed stage of design at whideast provisional controller procedures apd
working methods have been developed, and at |gastianinary working HMI exists).
However, a real time simulation can be used wiphediminary platform to explore the
concept more fully — such simulations even if ofiegain real time, may be called
prototyping simulations. Simulations can also oamtil Implementation and Operation
stages of the life cycle, and for operational syst@bout to receive an airspace design
stage, new controller tool, new procedures, etc.

Experience in The general approach of gaining safety insightsifsimulations has been in existence
application to air since ATM real time simulations began several desatjo, since many simulations haye
traffic: looked for and/or found safety insights. In thiase SAFSIM is mainly a collection of

good practices and an attempt to render the apiproace explicit and structured. .Som¢
explicit applications have occurred however. Faragle, [Scaife, 00] used two military
simulations to contribute to the determination dfether it was safe to reduce vertical apd
lateral separation to aircraft receiving a Radavidary Service in the Open Flight
Information Region in the UK. The simulation measuof losses of separation, situatiof
awareness, workload, and subjective measures libe tconclusion that vertical reduction
of minimum separation was safe whilst lateral réidmcwas not. A more recent exampldg
[Gordon, 04] is the work supporting explorationtteé Mediterranean Free Flight (MFF)
concept. This work examined a number of hazards fisafety case (an Operational
Hazard Analysis) during the simulation, to see lawntrollers would handle the hazardg,
and if other hazards might arise. Interestinglg, shmulation identified a new hazard not
originally considered in the simulation itself rtbe Operational Hazard Assessment.
Other examples include work in UK NATS (Nationak Airaffic Services) in the ‘90s
evaluating a range of future tools for ATM and gsihuman error identification associatgd
with simulations [Shorrock, 05], leading to insiglin hazards, human errors and how fp
improve recovery from errors with the HMI. A fourtlxample concerns the simulation
[Gizdayu, 00] at Eurocontrol Experimental Centreta planned airspace for the Athen
Olympic Games, during which a hazardous situatias identified — the information wag
reported and forwarded to the relevant authorifiéss simulation is of interest because
this was an example of a general insight from htne simulation.

Related methods: | Several techniques are related in the toolkit. €teshniques can either help to identify
scenarios or hazards or issues that should becaf@iy bjectives in the simulation
(External Events Analysis, Common Cause AnalysasitFTree Analysis, FMEA, Event
Tree Analysis, HAZOP, Human Factors Case, TRACBRgIse simulations can help to
generate or corroborate data for certain techni@eigs Reliability Databases, Human
Error Data, Future Flight Central), or else thepots in terms of safety insights or
conclusions can feed into them directly (HazardcKirzg systems).

Availability and The techniques listed in the SAFSIM manual andrreteto in the table above are
tool support: publicly available. However, there is not an intdgd SAFSIM approach — SAFSIM is if
effect a separate toolbox for safety investigatiosimulations. Many of the tools do not
require sophisticated analysis (e.g. observatiodsgaestionnaire/interview
measurements, though time-consuming and requiite répresentation and storage, cgn
usually be applied with the support of conventiarffice-based tools). Automatic Iogginﬁ
depends on the simulation set-up, and ASMT musicigired through Eurocontrol for
safety-related experimental purposes. Eye Movemeatking and other psycho-
physiological measurement methods are very speedliequiring specific equipment,
analysis support software, and training in theages There are a number of such suppljers
available.
Maturity: Whilst the principle of investigating safety in féiane simulations has been in existencd
for some time, the formal measurement of expliafes/ objectives and their direct
linkage to safety case conclusions has been lesmoo. Nevertheless the approach hag
been used and is not overly complex. Additiondily &approach is coherent with the ideI
and practice of Validation (an often-stated objextf a simulation), in that since all
future concepts are supposed to at least mairtaitatget level of safety, such safety
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listed above in the table are variable in theirurit, but all have been applied in variou
simulations (with the possible exception of therteerk measure). Some of the measu
require domain expertise (e.g. Human Factors oclRsphysiology expertise).

should therefore be explicitly measured where fssihe sub-approaches themselvet
S

Acceptability:

Developers of the SAFSIM manual have attended vims and visited simulation
laboratories to develop the SAFSIM guide on beatfice for safety investigation in
simulations. There has however been no formal etialu of the guidance.

Ease of
integration:

The aim of SAFSIM is twofold: first, to inform th@oject that is the subject of simulatig
(e.g. a new controller tool), so that the projeetnh understand the safety issues. The
second aim is to inform the safety case. Whilt ki@is happened in a few cases (e.g. the
vertical separation reduction case cited above)ettact ways in which simulations can
inform safety cases have not been fully explordds Ts at least in part because
simulations themselves vary so much in their natunek objectives. It is hoped that as
formal safety investigations in simulations progres comprehensive set of formal
relationships will be established.

SAFSIM has been developed for real-time simulatiminair Traffic Control, but can be
linked with cockpit simulators, e.g. to study harglbver of separation responsibility to
aircraft. Some examples of this approach of cogpiiround and air simulations have
occurred in the ATM world in Europe and the US.

Documentability:

Simulation documentability varies but is often esige. This means that safety-related
measures will similarly be exhaustively documentatbrmation on safety issues shoulq
be stored in project safety documentation via HhZaacking & Resolution Systems.

Advantages:

+ Real time simulations represent a relatively réalisnvironment in which to test
safety of a system that is nearly real, but witraotual risk.

e The results from a real time simulation usuallyénawelatively high degree of
authority, due to the realism and the use of raidl\controllers in such
simulations.

e Although controlled and planned in great deta#| téne simulations are a
sufficiently rich environment that they can allowetemergence of realistic new|
errors or hazards that were not previously predicte

Disadvantages:

«  Whilst the controllers are real controllers in aligic environment, the pilot
representation is less realistic in most real taimeulations, using ‘pseudo-pilotg
who are sometimes actual pilots but sometimeswiwd, follow a script and sit in
an adjacent room acting as one or more pilotshiercontrollers.
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24. SIMMOD Pro

SIMMOD Pro

References used:

SimmodPRO! Reference Manual

Alternate names:

None.

Primary objective:

Used for conducting high-fidelity fast-time simuéats of current and proposed airport gnd

airspace operations.

Description:

The Airport and Airspace Simulation Model, SIMMOB an FAA-validated model used
by airport planners and operators, airlines andraific authorities. SimmoBRO!adds
advanced modeling capabilities, incorporating ridased dynamic decision making. TH
rules-based decision making can be used to modeblex interactions between ATM
systems, disruptive events and human resourceadivities (e.g., controllers, pilots, etq

Process steps:

Appropriate data needs to be obtained that cotersd¢ope of the analysis. Airport bas¢d

studies would require airfield layouts, flight sdiées, ground operating procedures,
runway operating procedures and at least a lingitedunt of airspace. This data is inpu
to the model and a period of activity is simulatédking the tools reporting capability,
various operating statistics can be generateddimgjuan animation replay of the
simulated traffic.

Applicability
range:

Primary focus is on procedures/organizations andiges a variety of text and graphicaj
outputs for use in analyses.

Life cycle stage:

SimmodPRO! can be utilized in several stages of the life egcllt can be used as a too
to help define the scope of the study; during tb&igh of the solution; how best to
implement the design; and how to optimize the ing@doperations.

Experience in
application to air
traffic:

SIMMOD was one of the first computer simulation Bggtions for analyzing air traffic
management. SimmdeRO!has been used extensively for numerous airporbasgace
analysis applications, including runway incursions.

Related methods:

SimmodPRO! provides quantitative results. PDARS data candssl to develop the

airspace structure and inputs to a SimrR&D! simulation model. Once the analysis hds

been completed and the changes incorporated iataithraffic system, PDARS can agd
be used to assess the benefits and compare acpradicted results.

Availability and
tool support:

Until recently, SimmodPRO!was an ATAC Corporation proprietary tool. It isw
available to be licensed for general use throug@T

Maturity:

SIMMOD has been in use since the mid-80s and hdsrgone an extensive validation
process by the FAA. Simmd?RO!was developed in 1999 and has been used extend
since that time in both civilian and military aggations. SIMMOD is continually being
enhanced based on feedback from clients and usepgr

Acceptability:

SIMMOD went through an exhaustive validation by E#A in the 80s. Clients continug
to rely on it to provide defensible, quantitatiesults of new operational concepts and
procedures.

Ease of
integration:

SimmodPRO! can be used to develop simple models of basiodgpo complex, multi-

airport systems that involve probabilistic decisiodisruptive events, human resources
and advance operating concepts. The resultingubatpd statistics can easily be used |
other software and methodologies for additionalyasis..

Documentability:

SimmodPRO! has detailed documentation covering its methodetognd algorithms.
The input database and output results allow folyargtransparency, validation,
verification and repeatability.

Advantages:

SimmodPRO! can be used to simulate complex air traffic systamd scenarios,
providing a method to capture the dynamics of dpmra that depend on the state of thd
system and probabilistic behavior of system element

-
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Disadvantages:

SimmodPRO!requires a high level of expertise in ATM systdmeffectively model
these systems.
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25. TOPAZ accident risk assessment methodology

References used: | Key references:

+ [Blom&al98,01],

« [DeJong04]

e [Everdij&Blom02]

Other references:

e [Air safety database], [Baren&al02], [Blom&al03§#Blom&al03b], [Blom&al03c],
[Blom&Corker&al03], [ESARRA4], [Everdij&al02], [Evetij&Blom03],
[JAR25.1309], [Klein Obbink & Scholte03], [Kos&alfml], [Laughery&Corker,
1997], [Scholte&al04], [Stroeve&al03a], [TOPAZ hadalatabase].

Additional reading:

e [Blomé&Bakker93], [Blom&Daams&Nijhuis00],
[Blom&Stroeve&Daams&Nijhuis01], [Blom&Stroeve&Eveij@&Park02],
[Daams&Blom&Nijhuis00], [DeJong&al0la], [DeJong&dll], [DeJong&al03],
[DeJong&al04], [ESARR?2], [MUFTIS3.2-11], [StroevedBb]

Alternate names: | Traffic Organization and Perturbation AnalyZer

Primary objective: | Scenario and Monte Carlo simulation-based accidskitissessment of an ATM

operation, which addresses all types of safetyessimcluding organisational,

environmental, human-related and other hazardsaapaf their combinations.

Description: An overview of the steps in a TOPAZ safety assegasisaiven in the figure below.

During step 5 use is made of Monte Carlo-simulatifor selected safety aspects.

Determine

Identify Construct
hazards scenarios
operation

Identify
Identify severities
objective
Iterate
(option Assess
frequency
Assess risk
tolerability

Identify safety
bottlenecks

14

In step O the objective of the study is determiraadwell as the safety context, the scopg
and the level of detail of the assessment. Theabsafety assessment starts by
determining the operation that is assessed (stéyek}, hazards associated with the
operation are identified (step 2), and clusteread @onflict scenarios (step 3). Using
severity and frequency assessments (steps 4 atite5)sk associated with each conflict
scenario is classified (step 6). For each condléetnario with a (possibly) unacceptable
risk, safety bottlenecks are identified (step ®iocl can help operational concept
developers to find improvements for the operatfimould such an improvement be made,
a new cycle of the safety assessment should berpeztl to investigate whether all riskg
have decreased to a negligible or tolerable level.

Step 0: Identify objective
Before starting the actual safety assessment djeetove and scope of the assessment fire
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set. This should be done in close co-operation thi#hstakeholder(s). Also, the safety
context must be made clear, such that the asses@mformed in line with the safety
management framework of the stakeholder(s).

Objective and scope

Generally, the objective of the safety assessnseiot @btain an indication how safe the
developed operation is, in order to decide aboptémentation of the operation, or
redevelopment. The scope of the assessment corfoeinstance the boundaries of the
operation under consideration. These can be pHysicadaries as well as boundaries (f
the procedures or systems under consideration.

Safety criteria

An important issue for the safety context is theich of safety criteria with respect to
which the assessment is performed. Example crigegdy ICAO, BROCONTROL
([ESARR4]), JAA ([JAR25.1309]) or others (e.g. LVNDFS). Such criteria are defined
for particular flight condition categories (this ymaary from flight phases to detailed
conflict scenarios and anything in between) ancfoticular severity categories (e.qg.
accident, serious incident). Typically, within tbleosen context, these criteria define
which flight condition / severity categories hawvebe evaluated and which frequency leyel
forms the threshold between tolerable and unacbkptisk per flight condition / severity
category. In line with ICAO terminology, we refer such a threshold value as a TLS
(Target Level of Safety).

Step 1: Determine operation

Step 1 just serves for the safety assessors tmabtaomplete and concise overview of the
operation, and to freeze this description durinthesafety assessment cycle.

Main input to step 1 is a description of the operafrom concept developers, while the
output is a sufficiently complete, structured, detent and concise description of the
operation considered. The operational context @jheration should be described in
generic terms if possible in order to promote ursaéity of application. On the other hard,
the description should provide any particular operal assumption to be used in the
safety assessment, and the description has torlfieddy the operational concept
experts/designer(s). Note that it is not part efshfety assessment to develop the
operation; this is a task outside the scope oatisessment, which definitely should be
performed by operational concept designers.

Important aspects that need to be covered in teeatipnal concept description are:

« Theobjectiveof the operation and theaffic flowsto be accommodated;

« Theoperational contexof the operation, describing e.g. the geometrhefairport or
the air route structure, the timeframe, and thii¢raharacteristics;

* The roles and responsibilities of themansnvolved in the operation, especially air,
traffic controllers and pilots;

* The operationgbroceduresboth from an ATC and from a pilot point of vieand

* Thetechnical systemssed in the operation. These systems are ustuaitied
according to communication, navigation and suraeite functions. Questions like
how the systems serve the human, what is theiopeeince, and how are they used
need to be answered.

Step 2: Identify hazards

Similar to [ESARRA4] the term hazard is used inwhée sense; i.e. an event or situation
with possibly harmful effects. Such a non-nominar or situation may evolve into
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danger, or may hamper the resolution of the damgessibly in combination with other
hazards or under certain conditions. Goal of stept@ identify as diverse and many
hazards as possible. Hazard identification braingty sessions are used as primary

means to identify novel hazards. Necessary paamntgpin these sessions are an air traffic

controller, a pilot, a moderator, somebody takintes, and preferably an expert on the
operational concept. The participants should atehasufficient level of understanding ¢
the operation under consideration. The moderatouldhprepare by explaining the

operation and by identifying some hazards to trigge brainstorm when necessary, anl

by making an initial list of conflict types that@lid be covered. Emphasis is on shifting
the boundary between imaginable and unimaginatdarda [DeJong04]. These hazard

identification brainstorming sessions should bedusedentify potential hazards only, arjd

not to analyze them. Hazards seemingly unimpodaring the brainstorming may turn
out to be very important in the later steps, ang aiso trigger the identification of other
hazards. Another important source is formed by tiEz@entified in previous studies on

similar subjects. For this purpose, hazards idiextiih previous studies are maintained ih

[TOPAZ hazard database].

Step 3: Construct scenarios

When the list of hazards is as complete as rea$ppedcticable, it is processed to deal
with duplicate, overlapping, similar and ambigugustscribed hazards. First, per flight
condition selected in Step 0, the relevant contipes which may result from the hazar,
are to be identified using a full list of potenttanflict types, such as for instance ‘confli
between two aircraft merging onto one route’ orceift encounters wake vortex of
parallel departure’. Per flight condition, each ftichtype is subsequently used as
crystallization point upon which all applicable hads and their combined effects are
fitted. The output of such crystallization procesa bundle of events and condition
sequences and effects per crystallization poirt,thase are referred to asanflict
scenario.This way of constructing conflict scenarios aimbting into account all
relevant ways in which a hazard can play a rokesich flight condition / severity categon
In order to cope with the complexity of the variquossible causes and results to be
consideredclustersof generic hazards are formed. Such a clusteraaage, or may resu
from, the same generic hazardous situation. A etustevents could for instance be the
set of ‘events causing a missed approach to defv@tethe normal path’. An example ig
given in the figure below. It should also be natitkeat one cluster of hazards may play
role in one or moreonflict scenariosOften, a conflict is caused by a hazard in
combination with a specific condition. Each of ttentified hazards can be of the
following types:

e aroot hazard, which may cause a conflict; or

e aresolution hazard, which may complicate the tegmi of a conflict.

Usually, both clusters with root hazards and wiotution hazards play a role in conflidt

scenario resolution.
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Hazardous
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ATCo resolution

Hazards'
combined effects

Step 4: Severities of hazards’ combined effects

For each of the in Step 3 identified conflict sa@rsit is determined which of the severify
categories selected in step 0 are applicable tbdahards’ combined effects. Safety expdrts
should assess which of the severities are appéidableach conflict scenario, by
consultation of and review by operational expdfts. each conflict scenario the hazardy
combined effects and their severities depend oryrfators, such as the conditions under
which the conflict occurs, the geometry of the ¢iehfand on whether (timely) resolutio
of the conflict takes place. Therefore, a rangsevkerities may apply to a conflict
scenario. If necessary, the structuring of the &vienthe conflict scenarios of step 3 are|
updated such that each applicable severity catdgdinked to the occurrence of specifi
event sequences.

Step 5: Assess frequency per severity category

Next, for each possible severity outcome of eacfflich scenario the occurrence
frequency is evaluated by making use of approptias per scenario. The probability ¢
the top event in the tree is expressed as a sunpajduct of probabilities of applicable
conditional events. For assessing the factorsdselirees, primary sources of data are
formed by available statistical databases, suatatscollected through the Aviation
Safety Reporting System (ASRS), NLR’s Air Safetyt@lmse [Air safety database], loc
controller reporting system(s), etc. For an appeteruse of such data dedicated
operational expertise is taken into account. O$éhparticular areas of the tree for whicl} a
dedicated TOPAZ simulation tool exists, such toil e used for risk estimation

including bias and uncertainty assessment. Impbaaditional data for the frequency
assessments is formed by interviews with operatiex@erts, who are familiar with the
local ATM systems and procedures of the operatimet consideration. Qualitative
expressions are to be translated in quantitativeb@us when the selected safety criterig of

=2
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Step 0 also are expressed in numbers. Complictaigrs in assessing the frequency ola
conflict ending in a given severity at once cartha there is often little or no experienc

with the new operation, and that the situation ina&glve several variables. This holds
especially for the more severe outcomes of thelicordince these situations occur rarely,
and accordingly less information is at hands ableeitbehavior of air traffic controllers
and pilots in such situations. Using a suitable A@RBimulation tool for such assessmefits
has then significant advantages: 1) the risk eséimaality improves, and 2) it is possiblg
to estimate a 95% uncertainty area. Whenever atdaif OPAZ simulation tool is not
available for the application considered, thes @ irealistic option to extend an existing Jor
to develop a TOPAZ simulation toolset for this.

14

Methodology to extend or develop a TOPAZ simulatiortool set

The underlying idea of the TOPAZ methodology isttn Monte Carlo simulations of the

operation to count the number of risk related evewner very large periods of time, e.g.

10" flight hours or more. Although the idea is simptegking this work in practice is not|

The key problems and how each is managed withiT @@AZ methodology are

described next:

a) In order to simulate #®or more flight hours in a straightforward manrearen with a
supercomputer, one needs a lifetime to accompgiish Within TOPAZ, use is made
of various techniques to speed up the Monte Camtalations. Basically, these
techniques allow to “factorize” the accident rigkai suitable form. Subsequently, fo
each factor in this product, a conditional Montel@aimulation is performed and atj
the end all factors are combined into the desiesdlt, e.g. [Blom&al03c].

b) How to compare the Monte Carlo simulation model gesililts with reality? A
systematic approach in identifying differences lestwthe Monte Carlo simulations
model and reality and in assessing the effecthaxfd differences in terms of bias agd
uncertainty. The operational concept designersetieely involved with the
evaluation of these differences. [Everdij&Blom02dg Stroeve&al03a].

¢) How to model human behavior and interactions witteohumans and systems? THe
psychological knowledge and sub-models that ard feethis have a lot in common
with those used in Air-MIDAS and IPME [Laughery &ofker, 1997]. The main
difference is that more attention goes to moddiregnon-nominal [Blom&al98,01],
[Stroeve&al03a] and less to modeling various huperiormance metrics
[Blom&Corker&al03].

d) How to build in a controlled way a Monte Carlo siator for a complex operation in
ATM? For building a Monte Carlo simulator use isdaaf formal mathematical
specification methods such as Petri Nets, stochdsgferential equations, Markov
processes and similarity transformations. Once suciimal specification is
completed, it is used to generate the Monte Camalation code in a semi-automatgd
way [Everdij&Blom03],

Step 6: Assess risk tolerability per severity categ ory

The aim of this step is to assess the toleralbfithe risk for each of the flight condition
severity categories selected in step 0. Firstdtad tisk per flight condition / severity
category is determined by summing over the asseggdedontributions per conflict
scenario for that flight condition / severity agdey. This summation takes into account
both the expected value and the 95% area of tkesuisimation. Next for each severity
category the total risk expected value and the 8584 are compared against the in Step 0
selected TLS. If either the expected value aribes@the TLS, or the 95% area peaks
over the 10xTLS, then the operation is qualifiedheing UNACCEPTABLE regarding thi
safety of this severity category. Otherwise thetsabf the severity category is qualified ps
being TOLERABLE.
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The figure below presents an example of such a eoisgn.

Accident risk per conflict scenario per approach

1*10”
UNACCEPTABLE

< 8.2*10°, Upperbound of 95% uncertainty area
<—1.7*10°, Expected accident risk

1*10°

TOLERABLE <—1.0*10™, Lowerbound of 95% uncertainty area
1*10 I =
Conflict scenario

Accident risk per approach for one particular cactfscenario. The * denotes expected
accident risk, the area between the small squarkesamnall circle is the 95% uncertainty
area.

During step 0 in [Scholte&al04] each conflict scenas selected as a flight condition
category and four severity categories have beeptaddACCIDENT, SERIOUS
INCIDENT, MAJOR INCIDENT, SIGNIFICANT INCIDENT). FOACCIDENT a TLS
of 10° per conflict scenario has been adopted. During Stdor one of the conflict
scenarios (at least one aircraft is turning tercept its localizer) the ACCIDENT risk
level has been assessed in terms of expected aatLi®5% uncertainty area. In this
example, the 95% uncertainty area stays below 18xhowever the expected risk level
falls above the TLS. Hence the ACCIDENT risk doeh aircraft turning to intercept its
localizer for the operation considered within t8murdine example has been qualified ap
being UNACCEPTABLE.

Step 7: Identify safety bottlenecks

From the risk tolerability assessment, it followlsieh conflict scenario(s) contribute(s)
most to the expected value and the 95% area afskethat has been qualified as being
UNACCEPTABLE. For these conflict scenarios the hazards or timmdi that contribute mos
to these high risk level or uncertainty are ideadifduring step 7. If desired, this may al4o
be done for TOLERABLE risks levels that are nea ThS level. Knowledge about thege
bottlenecks can be used to support further devetopof the operation.

A systematic way to identify hazard or uncertaisdjety bottlenecks for a conflict
scenario WithUNACCEPTABLE risk is through a sensitivity study. For each md&andition
one evaluates how much the total risk would impribits estimated frequency (or
uncertainty) is reduced by a factor ten. For sofrtte@hazards and conditions the risk
such a factor ten improvement may even reduceothérisk to a TOLERABLE level.
These hazards and conditions apparently play & lanig in causing the large risk of the
conflict scenario, and hence are referred to atysabttlenecks. The identification of
safety bottlenecks is important as it gives operati concept designers directions in
searching for potential risk mitigating measurestfie operation, and for the safety
assessment experts to be aware of the hazardgloosdpr which the reduction of
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uncertainty has high priority.

Optional Step: Support mitigating measure brainstor m

Following the above assessment steps, decisiakers can consider whether the operal
will be implemented as such, or that the operatidhnot be implemented at all, or that
the operation will be adapted with mitigating measuto be developed by operational
experts. This mitigation measures development gocan very well be supported by a
mitigation measure brainstorm with concept desigiagid operational experts as
participants and a safety analyst as moderator s@fety analyst moderator can structufe
the brainstorm on the basis of the outcomes o#fiety analysis performed.

Iteration of safety assessment cycle
In case adaptation or redevelopment of the operatikes place, a new safety assessmgnt
should be performed that adopts the same wide agethe first cycle, not limiting to the
adapted operational details. The reason for thisatsadaptations of the air traffic
operation may improve safety in one respect, byt im@ly additional hazards also. And
in combination with earlier hazards the additiomatards may deteriorate safety even
more than the aimed safety improvement.

Applicability The TOPAZ methodology incorporates operational tasaf all types, e.g. related to
range: technical systems, humans, procedures, environmeganisation and their interactions.
Moreover, it includes a method to systematicalbniify and assess all these types of
hazards.
Life cycle stage: Any lifecycle stage, from system definition untildaincluding operations and
maintenance and decommissioning.
Experience in TOPAZ has been applied to existing and advanced Applications; examples with
application to air references are:
traffic: Active runway crossings [Stroeve&al03a], [Klein Obbink&Scholte03]
Converging runways [Blom&al03b]
Parallel route ASAS equipped a/c | [Everdij&al02]
Wake vortex induced risk [Kos&al00/01], [Baren&al02]
Parallel en route lanes [Blom&al03a]
Continuous Descent Approach [Scholte&al04]

Related methods: | The methodology uses, in an integrated way, madiyitual techniques, such as Bias ghd
Uncertainty Assessment, DCPN (Dynamically ColorettifNets), Generalized Reich
collision risk model, HSMP (Hybrid-State Markov Resses), TOPAZ-based hazard
brainstorm, Monte Carlo Simulations, Markov Chaidsiltiple Agent based modeling,
PDP (Piecewise Deterministic Markov Processesk Besomposition, TOPAZ hazard
database, Situational Awareness Error Evolutiooglt&istic Differential Equations in
ATM, Human performance simulations in Air-MIDAS atfIME. [Laughery&Corker,

1997].
Availability and The methodology is publicly available, and is supga by dedicated courses at differerg
tool support: usage levels (from applying an existing TOPAZ siaioh toolset to extending /

developing a TOPAZ simulation toolset). The methodyp is supported by a database
with hazards from previous studies, previous sulletg) simulation toolsets and
environments.

Maturity: TOPAZ methodology is applied on a routine basiaitdraffic operations at or around
Schiphol airport.

Acceptability: TOPAZ methodology is well accepted by LVNL for assiag its operations.

Ease of TOPAZ is an integrated methodology of methodsfitgeld can be integrated with other

integration: human performance simulation approaches, e.g. ADAS, IPME.

Documentability: For each step of the TOPAZ methodology the docuatiemt process is well defined.

Advantages: Advantages are:

1. Large variety of hazard types are covered.
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Combinations of hazards are covered.

The methodology is scenario-based.

It has a broad coverage of hazards, both in ideatibn and in analysis.

Once an appropriate simulation toolset is availablere is no need anymore for
involvement of stochastic analysts and cognitivechslogists

Relative easy method to assess safety and proafde/deedback even in early stag
of concept development.

D
2

Disadvantages:

The development or extension of a TOPAZ simulatawiset needs dedicated
expertise also from stochastic analysts and cagngsychologists.

Persons from these different scientific disciplinegd to be able to communicate w
over disciplinary boundaries; this requires a leagprocess.

A completely novel development and assessmentnesjsignificant effort (about tw|
person years) and throughput time (about one year).

ell
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26. TRACER-Lite (Technique for the Retrospective An alysis of Cognitive

Errors)

References used:

Key references:

e [ShorrockO1]

Other references:

e [HIFA_human]

Additional reading:

e [Shorrock&Kirwan98], [TRACEtr lite_xIs]

Alternate names:

None

Primary objective:

To predict human errors that can occur in ATM systeand to derive error reduction
measures for ATM. Aim is to aid the design prodesgpredicting what errors could OCC;I

thus helping to focus design effort. It is desigtethe used by ATM system designers

other operational personnel. The tool helps totifleand classify the ‘mental’ aspects o
the error, the recovery opportunities, and the ggrentext of the error, including those
factors that aggravated the situation, or madeithation more prone to error.

Description:

TRACER-Lite provides a human error identificati@chnique specifically for use in the

air traffic control domain. It builds on error mdglén other fields and integrates Wickeng

(1992) model of information processing in ATC. TRER is represented in a series of
decision flow diagrams.

The original version of TRACER was retrospectiveedi for classifying errors that
contributed to incidents. This was the fore-runioethe EUROCONTROL HERA
technique. TRACER originally comprised a modulancture of taxonomies describing
the context, error and error recovery (see tablewjeepresented as a series of colour-
coded decision-flow diagrams and tables [Shorrotk01

Taxonomy H Description

CONTEXT

Task Emor W hat task(s) failed or led to an unwanted outcome?

Information Whatinformation was the subject of the error?

Performance Shaping Factors What other factors associated with the task, the working
environment or the controller affected performance?

ERROR PRODUCTION

Cognitive Domains W hat information processing domain was implicated in the error?

External Error Modes W hat was the external manifestation of the error?

Internal Error Modes W hat cog nitive function failed, and in what way did it fai?

Psychological Error Mechanisms W hat was the psychological mechanism involved

ERROR RECOVERY

Error Detection How did the controller become aware of the error?

Error Correction How did the controller correct the error?

The process of developing TRACER was iterative. ifiaén inputs included:

e Aliterature review (covering over 70 sources).

« A controlled study of error classification.

e Analysis of numerous controller interviews regagdimreported human errors.
« Analysis of many ATM incident reports
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¢ Controller reviews of TRACER taxonomies. 1

« Application to several equipment design and airsiesign studies on paper, in re
time simulations, and in live trials.

Initially, TRACER was designed to be used primabiyHF specialists. However, it

became clear that TRACER could be beneficial teio&ilrC specialists, such as incidern

investigators and designers. Operational feedbaxaled that TRACER appeared too

complex or time-consuming to apply in an operati@mvironment by non-HF specialist

—

as with other error classification systems. If sadechnique was to be used in practice] a
reduced-scope version, was needed. This idea Wed CERACER-Lite’ - an error
analysis and classification tool for operational@personnel.
The figure below gives a TRACER-Lite method flowdhahe right hand side part of thig
flowchart refers to the TRACER-Lite prediction tedue. The left hand side refers to
TRACER-Lite incident error classification techniq@&assifying errors using TRACER-
Lite first requires a task analysis of the proagfsssing the ATM system. Various
methods could be used, though Hierarchical Taskysisa(HTA) is often used.
Depending on the scope of the study, it may besserg to select and analyse only the
critical tasks on order to limit the analysis. Stabks may be critical to safety, acceptarfce,
and so on.
START
Retrospective SWdyiPredictive study
Analyse incident nalyse tas
b e T
I I
.| Consider single Take task step
error in error chain at operationlevel
Classify lassify/consider =S
task error c Pgl/:s& d
l Extemal Error
EClassifyd
& niormation NO retrereany
YES
Is there sufficient
error mechanisminfo? Classify STOP
Error Mode
l & Error Mechanism o
, |
Classify Error
Mechanism State error
YES l NO recovery steps
YES
Classify l
ps[s NO
NO’
See [Shorrock01] for more details on TRACER-Lite.
Applicability TRACER has been applied to the following areas {Rlok01]:
range: e Analysis of UK Aircraft Proximity (Airprox) incidets (a mandatory reporting
system) occurring within both controlled and unidated airspace between 1996 ard
1999.
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e Analysis of confidential incident/error reports [wotary reporting system) from the
Confidential Human Factors Incident Reporting Pangme (CHIRP).

« Prediction and analysis of errors occurring in éasgale real-time simulations as pgrt

of the New Scottish Centre (NSC) program.

« Prediction and analysis of errors occurring in $reehle military simulations of
reduced separation standards outside controllegaae.

« Human error prediction for the Final Approach Spgciool (FAST).

Life cycle stage:

The Predictive version can be applied in all lifdeystages. The Retrospective version
be used during operational stages.

Experience in
application to air
traffic:

TRACER was originally developed by NATS to gainedtér understanding of air traffic
controller error. It was used in an analysis of RiKprox incidents occurring within both
controlled and unregulated airspace between 198d.889. TRACER has recently beern
tested (positively) in a study in which the techrggvas applied to three

EUROCONTROL projects (Conflict Resolution Assistahime-Based Separation
(Approach phase) and an ASAS (Airborne Separatiesufance System) concept.

Related methods:

Link to HTA, HAZOP, and human error analysis tecfug@s such as AEA (Action Error
Analysis), CMA (Confusion Matrix Analysis), SRK (kRule and Knowledge-based
behavior model), THERP (Technique for Human ErrateRPrediction), Human error
recovery, APRECIH (Analyse PREliminaire des Congfémes de I'Infiabilité Humaine),
AEMA (Action Error Mode Analysis), SHERPA (Systentatiuman Error Reduction ang
Prediction Approach), PHEA (Predictive Human Ermialysis technique).

In a EUROCONTROL project, TRACER was the prototjmethe HERA incident-error
classification technique, and the subsequent JAM&ISion also developed in the US.

Availability and
tool support:

TRACER-Lite is available in a partner version fetrospective use in incident
investigation and analysis. It is available as pepaersion, but also supported by a
Microsoft Excel tool package.

Maturity:

TRACER was developed within NATS only recently (29%however, it has been applig
several times to ATM situations.

Acceptability:

As a relatively new technique, this is as yet unkmoHowever, a recent testing of the
approach in EUROCONTROL on three projects proddaedrable evaluation by the
project personnel.

Ease of
integration:

TRACER can be used with human task analysis teclesiq

Documentability:

Use of the TRACER-Lite Excel worksheet ensuresga kiocumentability.

Relevance to

The method marks a shift away from knowledge basemis in other error analysis tool

|=N

fan

ATM: to better reflect the visual and auditory naturd®M. It has proved successful in
analysing errors in AIRPROX reports to derive meastior reducing errors and their
adverse effects [HIFA_human], and has succesgbuéiglicted errors that have been fouhd
to occur in subsequent real-time simulations.

Other general advantages are:

1. TRACER-Lite is a comprehensive Human Error Ideadfion technique, contextual
to ATM

2. Itis arobust and usable system, based on stedctigcision flow diagrams

3. ltis also used to derive error reduction measfoeATM

4. TRACER-Lite’s modular structure allows the used&scribe the error at a level for
which there is supporting evidence.

5. TRACER-Lite is compatible with TRACER, such thatm@omplex cognitive errord
can, if required, be initially classified using TRER-Lite, then revisited using
TRACER by a human factors specialist and incidenéstigator.

6. By using a common framework and shared taxononoieprbspective and
retrospective use, maximum use is made of theffa@dird and feedback loops thaf
are available.

Con's and The TRACER method itself can be primarily used bynlan factors specialists only. Thd
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resources: expertise required for TRACER-Lite is lower, howevEhe resources required for

TRACER-Lite are moderate.

General weaknesses are:

1. Operational feedback revealed that TRACER appe@aedomplex or time-
consuming to apply in an operational environmenhby-human factors specialists
as with other error classification systems. TRACE®R-was developed to reduce th
weakness.

2. TRACER relies on having a prior task analysis —darly system design evaluation
other methods (e.g. a HAZOP focusing on human emary be more useful.
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27. Use of Expert Judgement

References used: | Key references:

*  [Ayyub01]

¢ [Humphreys88]

Other references:

e [Kirwan94]

e [Kirwan&Kennedy&Hamblen]

« [Nijstad01]

e [Williams85]

Additional reading:

e [Basra&Kirwan98], [Foot94], [MUFTIS3.2-1]

Alternate names: | Engineering judgement; Delphi technique; BrainsiagnConsensus Groups; Absolute
Probability Judgement; Direct Numerical Estimatibilgminal Groups Technique; and
Paired Comparisons.

Primary objective: | Use of expertise when no suitable data or methgidé t® provide a quantitative estimatég
or a qualitative input, or a decision result tcaatigular problem. Some examples might pe
the following: estimation of external events (eagtbquake likelihood, fire, etc.), failureaIr

recovery likelihood (e.g. probability of TCAS rigkert leading to recovery in a particul
collision scenario, or probabilities of human esror recoveries), identification of hazar
in a new system (e.g. data-link errors or erroth WSAS applications), or partitioning o
known data into failure sub-sets (e.g. decidingtvgaportion of a historical event
frequency was human-caused, and what was equipraestd). In practice, safety
assessments are often data or technique-limitebreamourse will be made to expert
judgment approaches.

S

Description: Expert judgment approaches all have two principahgonents or requirements:
1. Expertise
2. Ways of combining expertise accurately

Expertise, or to be precissybstantiveexpertise, means that the experts have detailed
knowledge and experience of the issue in questigpically an ‘expert’ should have a
minimum of 10 years of expertise in an area. Dusagh time, the ‘expert’ will have see
not only how things work, but how they fail, andMiave gained sufficiently broad
experience to be able to inform the expert judgnpentess. Technically, if substantive
experts are not available, then the derivatioud§ments is callecehgineering judgment
rather than expert judgment. The former may be wdezh no experts are available for
example, but obviously such judgments carry lessght’ than if experts had been useq.

-

Ways of combining expertise accurately means tieekpertise is elicited and combingd
in a way that maximizes the validity of the actegpertise of the expert(s). In particular
expert judgment techniques, whether qualitativguamtitative in nature, seek to avoid
biasesin expert judgment. There are a number of wellethoented biases such as
availability (giving more weight to recent or othése memorable events), conservatisng
(underestimating extremes such as very high andleer probabilities or frequencies),
and anchoring (inadvertently giving the expertlaétas to the ‘desired’ number, hence|
making it difficult for them to come up with a highdifferent number, despite what they
originally thought), etc.

Additionally, there arenotivationalbiases, meaning that one or more experts have sofne
vested interest (known or unknown to themselveslgiriving a particular answer — e.g. r
designer quantifying the failure likelihood of lisher own design. Lastly in terms of
biases, since many expert judgment techniquesrasg grocesses, allowing the expert
to share their expertise and resolve differentiopis other biases can occur relating to

>
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group dynamics- e.g. one or more experts may dominate the digmusetc. This is why

in expert judgment sessions involving groups, méa ‘facilitator’ should be used to lea
the session, someone who understands the biasé®artt avoid them in the first place
or combat them should they arise — see [Kirwan94].

Formal methods are available, and for the sakex@glifying the approaches first on th
quantification side, the subject of human errormgifi@ation is used.

It is assumed that a list of human errors is allla.g. events of a fault tree), for which
probability of occurrence has to be estimated. N human error probability
estimation techniques are applied, APJ (Absolugb&bility Judgment) and PC (Paired
Comparisons). These techniques can be used in natidn, e.g. by applying them both
and then taking the most conservative human eralbrgbility as the final estimate.
Another option is to use APJ to get the probabsitiand to use PC to test which judges|
were consistent (see further below). APJ and P@eseribed next.

There are two forms of APJ, namely Groups APJ mikthnd Single Expert Method. In

the latter case, a single expert makes the estimiade Group APJ there are four major

methods:

« Aggregated Individual Method. The experts makertasiimates (i.e. estimates of th
HEPs) individually. The resulting, say, n probatf are multiplied and thé"moot

a

e

of the product is the final result (this is callb@ geometric mean, and is generally fhe

average used for probabilities, although the medémalso be considered).

« Delphi Method. The experts make their estimatewiddally, and next review each
others’ assessments. Then they reassess their gdgnafter which the results are
statistically aggregated as above.

¢ Nominal Group Technique. Is like the Delphi Methegcept that the allowed
discussion between experts is limited to clarifamacomments.

e Consensus Group Method. The group discusses tadetfied an estimate upon
which all group members agree.

The first method has the advantage of avoiding-pe&esonal (group dynamics) problem

and the advantage that the experts do not have together at the same time and placg

but has the disadvantage that the group does aat stxpertise. For the last method the
opposite holds. [Kirwan94] rates the last technipreferable to the third, and so on, wit
the first technique least preferable, but leavepito the practitioner to decide.

All experts have to be instructed sufficiently aivance, such that the probability of
differences in the interpretation of the evaluatiofe performed is negligible. This asp{
must not be under-estimated — the issues for digattbn must be fully specified, with
full contextual detail.

APJ needs to be run by an experienced facilitdtioe. overall APJ procedure is as follow
see [Humphreys88] or [Kirwan94] for details:

Select subject-matter experts

Prepare the task statements

Prepare the response booklets

Develop instructions for subjects

Obtain judgements

Calculate inter-judge consistency

Aggregate the individual estimates

. Estimate uncertainty bounds.

The inter-judge consistency (step 6) can be caledlasing e.g. the analysis of variance
(ANOVA) technique. [Kirwan94] gives formulas forlcalating the upper and lower
uncertainty bounds (step 8).

ONoOGkWNE
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PC estimates human error probabilities by askingpes which pair of error descriptions
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is more probable. The result is a ranked list ahan errors and their probabilities. The
relative likelihoods of human error are convertealsolute human error probabilities
assuming logarithmic calibration equation and twypgically known error probabilities.
For n tasks, each expert makes n(n-1)/2 compari@ithe®ugh there are techniques to
reduce this number, see [Kirwan94]). When compasgoade by different experts are
combined, a relative scaling or error likelihooah ¢hen be constructed. This is then
calibrated using a logarithmic calibration equatihich requires that the human error
probabilities be known for at least two of the esrwithin each task set. The method
usefully determines whether each expert has bemsistent in the judgements he has
made.

The complete PC procedure is as follows; see [Huey#88] or [Kirwan94] for details:
Define the tasks involved

Incorporate the calibration tasks

Select the expert judges

Prepare the exercise

Brief the experts

Carry our paired comparisons

Derive the raw frequency matrix

Derive the proportion matrix

Derive the transformation X-matrix

10. Derive the column-difference Z-matrix

11. Calculate the scale values

12. Estimate the calibration points

13. Transform the scale values into probabilities
14. Determine the within-judge level of consistency
15. Determine the inter-judge level of consistency
16. Estimate the uncertainty bounds.

©COoNOULONE

The within-judge consistency (step 14) can be datexd through the numberof
‘circular triads’, i.e. the number of times the sajudge says e.g. ‘A is greater than B, B
greater than C, C is greater than A’. This numigraés:

c= (nx(nz_l)] _T , Wheren is the number of eventy, = Zn: (a - a)®,
24 2 )

a=(n-1)/2 anda is the number of times that an evenivas judged to be more likely

than any other event. The coefficient of consisgdfican now be found by:

K =1- (24c/n(n? -1)) if nis odd andK =1- (24c/n(n” - 4)) if nis even. K is too

small, then the results for this judge should hected.

is

In advanced forms of expert judgement using thesthoas, expertise may be ‘weighted
according to its assessed quality, so that somerestpudgements contribute more to the
final result than others.

.

On the qualitative side, expert judgement is used&zard identification, for example, d
for brainstorming solutions to problems, new hagaedc. HAZOP is therefore an exper
judgement technique. More generally, brainstornsinguld also follow certain rules. Folf
example, for a hazard brainstorm with operationpkets that has the aim to get as marjy
hazards and bottlenecks as possible out in the, gpieh rules are:
« The brainstorm should be organised at an earlestathe design lifecycle to get ag
many “unimaginable” hazards as possible.
e The brainstorm should start with a short introduretinto the problem or operation tq
be analysed, so that everyone is up-to-date arkinganto the same direction. This
introduction should not include too many technibetails.
« Before the brainstorm, the organisers should haagena list with points of attention
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and issues that cover the subject to be analysed it should be used as a guidelihe
both for the subjects to be dealt with and forglaaning to be kept.

* The brainstorm itself could be very simple:

« One of the operational experts mentions a bottlenebazard.
e The chairman writes it down on e.g. a flip-over

< A secretary makes more detailed notes on paper

* Repeat.

e The operational experts should not be afraid totmemazards and bottlenecks for
which it is not immediately clear in advance ifytere really bottlenecks. The
analysis should be done after the session. Thadtaaim chairman should therefore
immediately intervene if hazards are being analyseatiticised. The ‘brainstormers
should be kept in a creative state, not in an aimktate, and should play the devil’
advocate.

e The brainstorm chairman has another important f@eshould be able to stimulate
the brainstormers’ imagination, and should be #&bleok at a bottleneck from
another viewpoint or in another state, etc.

« Recent study [Nijstad01] has shown that it is restassary to have a large group of
experts assembled for a brainstorm. In fact, tredityuof the output generally
decreases with the size of the group. This hag teith ‘blocking’ (when person A
speaks, persons B, C, D, ... cannot speak, ancerreyforget what they wanted to
say) and ‘responsibility’ (in a large group halftbé people can afford to not speak jt
all). This problem can be reduced by, during therstorm or before the brainstormJ

taking a break by letting every participant writidgwn hazards and bottlenecks onja
piece of paper for, say, 15 minutes. In practiagroaip of three to six experts, with
least an air traffic controller and a pilot, apysetar be most effective for a hazard
identification brainstorm.

—

See [Ayyub01] for a very complete overview of exgedgement issues.

Applicability
range:

7

APJ and PC are used to estimate human error piitleshibut neither necessarily restrig
to human error only. APJ may be particularly hellfdn diagnosis and errors of
commission or rule violations, [Kirwan&Kennedy&Haieh]. Hazard brainstorming can
be used for hardware, software, humans, procedumerganization.

Life cycle stage:

Expert judgment can be used in all lifecycle stagithough human error quantification
mostly applied from the design stages on. Hazagdtification should be done as early i
the lifecycle as possible.

= U)

Experience in
application to air
traffic:

The approach of using APJ in combination with P€ Ieen applied in NATS to develog
a small number of human error probabilities. Mceeerally, expert judgment (and morg
often, engineering judgment) is used frequentlTM as in other domains.

Related methods:

Link to PC (Paired Comparisons), APJ (Absolute Bhility Judgment), Questionnaires
Delphi Knowledge Elicitation Method or Delphi MetthoTOPAZ-based hazard
brainstorm.

Availability and
tool support:

Both APJ and PC are available. Spreadsheets caseoeto support the calculations.

Maturity:

Expert judgment as a technique dates back to th@sl&nd the beginnings of reliability
and later, risk assessment approaches. There reasi@ence in interest after the Threg]
Mile Island accident in 1979, leading to a numkfegand works on the area applicable fp
a range of expert judgment scenarios. Expert jusgiseused routinely in many cases if
nuclear power, offshore, and chemical risk assestmf®r example.

APJ was developed in 1981 or earlier; PC was deeelin 1966, but is based on theorigs
dating back to 1927. According to [Humphreys88] JA®the oldest technique for
probability estimation and has been used and dpedlm a number of areas. Given its
many actual applications in human reliability assesnt, it is, overall, a highly mature
technique. PC is borrowed from the domain of psptlysics (a branch of psychology).
has been used by psychologists for several dechides also been used in human

—
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reliability applications for some years, althoubk actual number of studies has remairfed

small. Its potential for further development is dmaverall, it can be regarded as a
moderately mature technique. The principal advantdd®C is that it can sort out expert
from non-experts, although professional ethicsatiécthat such discriminations should 1
be disclosed to third parties — individuals may beer be given feedback, as this is call
‘calibration of expertise’, and helps develop exigeritself.

»]
ot
bd

Acceptability:

In [Humphreys88], several human reliability assessintechniques, among which APJ
and PC, are compared on various criteria, whichAeeuracy, Validity, Usefulness,
Effective use of resources, Acceptability and MiguAll techniques are evaluated on
these criteria by a panel of experts, in the fofrmarks from 1 to 5, where 5 means

evaluated high (positive) and 1 means evaluatedh@gative). These criteria evaluatiofs

are next weighted and added for each techniquer&hdts are presented in the table
below. According to this table, HEART receives ttighest Preference Index of the
techniques evaluated, closely followed by APJ.

Criteria (weight) APJ PC TESEO | THERP || HEART IDA SLIM HCR
Accuracy (0.30) 3 3 1 3 3 1 3 1
Validity (0.22) 4 3 1 3 3 3 3 1
Usefulness (0.15) 4 2 4 3 5 4 5 2
Resources (0.15) 3 2 5 2 5 2 2 3
Acceptability (0.11) 3 4 1 5 3 3 4 2
Maturity (0.07) 5 3 1 5 2 2 4 1

Preference Index 351 281 2.05 3.21 3.53 2.33 3.33 1.56

[Humphreys88] rates the acceptability of APJ teeasers as relatively low, probably
because it is often equated as “guessing”. Howelrersystematic use of multiple exper

S,

together with statistical measures of agreementimeaggarded as an acceptably scienfific

and systematic for of APJ. PC is a well-establisfeetinique based on a good deal of
scientific research, and this enhances acceptabilit

The ratings for accuracy of APJ, PC and HEART am&ficmed by [Kirwan94], who
experimentally found their accuracy reasonablesamilar to each other, with a slight
favor for APJ.

Ease of
integration:

It can be used to provide input to any techniqat tieeds data where no suitable
statistical data exist, such as human error prdibabata, external event likelihood data,
other rare event data, etc. APJ is relatively qiickse, and PC is relatively easy for thg
experts to carry out, since they do not need teigeonumerical values. Since neither A
nor PC restrict to human error alone, they camberporated by an FTA.

Documentability:

Documentability is high, provided all steps and itgonale underlying judgments are
recorded during the sessions.

Relevance to
ATM:

The approach is particularly relevant to ATM, sitise industry has relied on implicit
safety for many years, and does not have a traditidailure rate assessment, and nor
does it have well-established databases of failorevents or errors. Therefore, until su
data limitations are redressed, or other analytitethods are used (e.g. mathematical
models etc.), there is likely to be a frequent nteedtilise expert judgement.

The general strengths of expert judgement are:
1. Expert judgement can provide needed answers

O
>

2. It can be used to consider new hazards and sofuti@n for novel scenarios where
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there would be no data available in any case.

3. Expert judgement taps into a valuable experiense b&g. of controllers, who can
often answer questions based on experience thdtliake mathematical models a
long time to model and compute, often with simitarels of uncertainty

General strengths of APJ are:

1. Interms of predictive accuracy to general religphissessments, APJ is probably tiye

best quantifying technique, [Williams85].
2. APJis the most direct approach to the quantifocatf Human Error Probabilities
(HEPS)

3. The method is relatively quick to use, yet it alfoas much detailed discussion as the

experts think fit, and this detail, if documentedn often be qualitatively useful.

4. |t can be incorporated by an FTA.

5. APJ has also been shown to provide accurate essnrabther fields than human
error probability estimations.

6. Discussions between experts can also be used iisidayation of how to achieve
error reductions.

General strengths of PC are:

1. Comparative judgments are often easier to give tjuamtitative judgments.
2. The technique makes it possible to determine ifviddal judges are poorly qualified
to assess a particular data set.

A minimum of two empirically known error probabiét is necessary, so most
effective use is made of scarce empirical data.

Even without the calibration part the results ageful.

PC can be applied fairly quickly.

The experts do not have to be together at the sameand place.

Can be incorporated by an FTA.

&

ool B

General strengths of the combined use of APJ anid B@t two independent techniqueg
are used, which may remove bias in the results.

Con's and
resources:

The resources required are the operational ex@artsthe analysis if using formal

techniques. However, since the methods can berpeetbfairly quickly, these experts afe

not asked for much of their time. Consensus, Dekafidl Nominal Group techniques
produce the results on the same day of the expagiment exercise. For APJ and PC
specifically, a combined use of APJ and PC is afrse costlier than the use of only ong
these techniques. An experimental assessment lledén [Kirwan94] found that PC for
human error assessment took about 2 to 3 times frmreexperts as for HEART, and
APJ took about 3 to 5 times more than HEART.

General weaknesses of expert judgment are:

1. Availability and ease of co-location of real exgert

2. Garbage in, garbage out

3. Biases can sometimes be difficult to avoid

4. Sometimes no-one, not even the experts, know theem- a distinction must be
made between combining expertise (where they kineyptoblem and have
experience of it), and where the experts are eataipg and ‘best guessing’.

5. Formal methods can be time-consuming, although ctenpools now make paired
comparisons, for example, much faster.

6. A poorly prepared set of questions will result irong answers, or no answers at alf.

General weaknesses of APJ are:

1. APJ may give biased results, and be influencedenygmality/group conflicts, which
may affect the validity of the technique.

2. Since the technique is often compared with ‘guegsiris somewhat low in terms of

validity.

Version 1.0
27/10/04

125

of



3. The technique is critically dependent on the selaadf appropriate experts.

General weaknesses of PC are:

1. Tasks being considered may be too complex for easyparisons.

2. Tasks may not be homogeneous (i.e. comparing likelike), which they have to bdg
if they are to be compared.

3. (Consecutive) comparisons may not be independesaaii other.

4. If the number of comparisons is large, the judgay become tired and therefore
carry out later comparisons differently from earbees.
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7.0 Examples of Applications

A few brief case studies are shown below which hailized a number of the techniques
in the Toolbox, to demonstrate how the techniquag work together.

Case Study #1 — Reduction of Vertical Separation Mima in UK Flight Information
Region (FIR)

Outside of normal civil air traffic ‘lanes’ in tHgK, aircraft may receive a Radar
Advisory Service (RAS) from military controllerd,they wish. Until recently, such
regions of airspace used similar separation mirdamin conventionally-controlled
airspace, namely 5000 feet vertical separatiomanr Bteral separation. However, for a
variety of reasons, this could create considerafoidkload for the military controllers,
and it was desired to reduce the separation miton3800 feet and 3nm respectively.
This objective required a safety evaluation andrenél safety case.

The approach involved two main streams of work Histon-risk (mathematical)
modeling and a human reliability evaluation, sittoee main impact would be on
controllers and their possibly reduced reactioreirgiven the reduction in separation
minima.

In fact the following techniques were used, infiblllowing sequence:

» Event analysis (of military and civil incidents alodses of separation)

» Hierarchical Task Analysis of operations

 TRACER analysis to identify errors and recoveries

* Fault Tree Analysis of vents that could lead tsloSseparations

» Event tree Analysis of outcome pathways from swaztahds

» Simulations (two) to evaluate key Human Factorsaupeaters (principally
workload and situation awareness) in reduced anghacseparation minima
conditions

» Collision risk modeling with the new criteria

The above led to the conclusion that reductiorhefiertical minima was safe, but not
the proposed lateral separation minima reductitve. Jafety case therefore dropped the
objective of reducing lateral separation minimdiv& trial was proposed. The safety of
the trial itself, since it would involve six milita Air traffic Service Units and real
airspace, was assessed using the HAZOP technique.

After an initial six-month trial, and a further sixonths trial with no adverse events, the
reduction of vertical separation was accepted hadtheme went national.
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Case study # 2 - Category-lI (CAT-1) Ground-Based Agmentation System (GBAS)

CAT-I/II/IIl operations at European airports areepently supported by Instrument
Landing Systems (ILS). The continued use of ILSdokoperations as long as
operationally acceptable and economically bendfisipromoted by the European
Strategy for the planning of All Weather Operati¢gA8v/O). However, in ECAC
(European Civil Aviation Conference), the foredaatfic increase will create major
operational constraints at all airports, in patacin Low Visibility Conditions (LVC)

with the decreased capacity of runways. Conseguéhé technical limitations of ILS
such as Very High Frequency (VHF) interference,tipdth effects due to, for example,
new building works at and around airports, and ¢h&nnel limitations will be a major
constraint to its continued use. Within this cont®BAS is expected to maintain existing
all weather operations capability at CATI/Il anddirports. GBAS CAT-I (ILS look-
alike operations) is seen as a necessary stegplén twr extend its use to the more
stringent operations of CAT-II/IIl precision appobeand landing. Initial implementation
of GBAS could be achieved in ECAC as early as 2006.

The process of GBAS ground station Type Approvalisady ongoing in some ECAC
states and in the US. It has been recognizedhbee is also a need for an Operational
Safety Assessment of GBAS CAT-I approaches. EURNTROL has been working
with stakeholders to define the requirements foDaerational Safety Assessment. The
combination of Type Approval plus the Operationaledy Assessment plus aircraft
certification activities will cover the equipmehtyyman, and procedural aspects of GBAS
as well as its operational environment, and wiuee that there has been a total aviation
assessment of the safety of GBAS. The Functioaabk Assessment (FHA) (hazard
identification) has been completed and the Prelmyirsystem Safety Assessment
(PSSA) (risk assessment) is being finalized.

The following techniques were/are being used, enftitlowing sequence:

v' structured hazard identification brainstorming &ess (HAZIDs)

Note the hazard identification and analysis has besative and linked into the
development of a Concept of Operations for GBAS &AJ stages: Pre-
Concept, Interim and Post-Concept FHAS)

v' Event Data Collection and Analyses) (data sountelsidled Airclaims World
Aircraft Accident Summary (WAAS), NASA's Aviatiorafety Reporting System
(ASRS), Flight Safety Foundation articles, Britsinways’ BASIS data and
others)

v Fault Trees (related to four main functions that &) Select the correct
approach{ii) Capture the correct approach; (iii) Maintain thip@ach from
FAF to DA/DH; andConduct a missed approach if required) and Evesedr
Analyses (CFIT, mid-air collisions and collisiontiviobstacles on the ground)

v Hierarchical Task Analyses (HTA) for MaintenancesR@and Switching
approaches Tasks (potential use of TRACEr-lite sghbto see if technique
identifies extra failure modes we have so far nuyse

v' Bow-Tie Modeling

v' Common Cause Analysis (CCA) (ongoing)
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v' Use of Experts Judgment (Absolute Probability Juelgis & Paired
Comparisons) & historical data sources (quantiiegt(ongoing)

v' THERP and other techniques (e.g. Beta factorsydaditional probabilities to be
calculated (ongoing)

v’ appropriate mix of qualitative and quantitativekraalysis to the fault and event
trees based on see-saw modeling (relative apptoatsk assessment)

v Claim trees using the GSN (Goal Structured Notatiorsupport the safety cases
development (Pre- and Post-Implementation)

v Use of operational trials and GBAS Modular Analyeigl Research System
(EUROCONTROL tool) for critical reviews (System 88f Assessment — SSA —
stage and validation of the GBAS Collision Risk Mb(CRM)) and monitoring
(Post-Implementation Safety Case) (not before 2006)

Following generation of risk results, sensitiviggting and review of risk reduction
measures, a comparison will be made to the GBASBt®$afrgets. If the targets are met
and if risks can be shown to have been reducearasfreasonably practicable, then
GBAS CAT I “ILS look-alike” approaches can be judge be tolerably safe. If this is
the case, then safety objectives and requiremantbe based on the quantification in the
model. If the Safety Targets are not met, theatgaibjectives will need to be developed
which are effectively more stringent than the besmse estimates in the model.
Subsequent stages of the safety assessment (SB&)enineed to provide evidence that
these more stringent objectives can be met intyeali

Case study # 3 — Simultaneous use of converging miays at Schiphol

The following techniques were used:
* Real time pilot in the loop flight simulation
Air Safety Data base exploration on related incisemd accidents
Investigation of safety criteria used by other &agrports (Europe and US)
TOPAZ accident risk assessment methodology, inotydi
Collecting information from controllers and pilots
Controller Missed Approach report analysis
Hazard identification (to shift boundary betweeragimable and unimaginable hazards)
Development of conflict scenarios
Petri Net based modeling of the operation
Monte Carlo simulation of the Petri Net model
Assessment of the Bias and uncertainty in risktdudfference between model and reality
Safety criteria and risk comparison
Safety criticality feedback to the operation design
The accident risk assessment cycle has been cyulmagh several times, e.g to assess effects| of
operation design cycle, improvement of model, obike and analysis of novel data.

AV NI N N N N N U N

Reference: [Blom&al03b]
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Case study # 4 — Active Runway crossing at Schiphol

The following techniques were/are being used:

AN N NN U U N

Real time pilot in the loop flight simulation

Air Safety Data base exploration on related incis@md accidents

TOPAZ accident risk assessment methodology, inotydi

Scoping of the safety assessment objective ang stud

Collecting information from controllers and pilots

Controller runway incident report analysis

Hazard identification (to shift boundary betweeragimable and unimaginable hazards)
Development of conflict scenarios

Petri Net based modeling of the operation

Monte Carlo simulation of the Petri Net model

Assessment of the Bias and uncertainty in risktdudifference between model and real
Safety criteria and risk comparison

Safety criticality feedback to the operation design

The accident risk assessment cycle has been dyblmagh several times, e.g to assess effects
operation design cycle, improvement of model, @biten and analysis of novel data.

Reference [Stroeve&al03b]

Case study # 5 — Use of PDARS

Various ATC facilities have used PDARS for examipléhe following safety-related studies:

. Optimization of Airspace (e.glitting a High Volume Sector into Two)
. Quality Control of Airspace Defians (e.g., detecting Gaps/Overlaps
in new Sector Designs)

Analysis of Airspace/ProceduZabnges (e.g., determine viability of
Special Use Airspace/Lettera\gfeement)

Enhancement of Training (e.g@velopment of Training Scenarios)
Analysis of Temporary Flight Regions

Analysis of VFR/IFR flow intert&m

Analysis of TCAS Resolution Asleries

w NP

No ok

These brief case studies and the supporting refesan the technique templates show
that these techniques are indeed being used in &yld#em safety assessment. Some
useful sources of further information are citecolel
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8. Additional Information

8.1 Further Developments

For most of the selected techniques this reportiges an explanation template. For
three selected techniques, however, such a tempilhtee produced and incorporated in
a future version of this report. These three tephes are: Event Data Collection and
Analysis, Flight Data Analysis (see appendix A) &seliability Databases. In addition it
will then be considered if it is useful to furtrettend the tool set with other techniques
that are currently being evaluated for their ussadsty technique in ATM.

8.2 Limitations

The toolbox provides currently used and acceptetthoals for the assessment of system
safety. They provide valuable and necessary towlsn@ethods in order to achieve a high
level of safety of the ATM system. As the ATM systes likely to change considerably
in the coming years, also the safety assessmehbagehave to be adapted to these
changes, on the American, European as well onlti@aglevel. ATM system changes
will also have an impact on the usability of cutreafety methods.

To reflect future requirements for safety was mobhjective of this toolbox. It should be
noted that the methods represented here wouldtodszlfurther improved regarding
future developments of ATM. The current safetytetyg indicates the following
potential impacts on safety assessment methods:

* Risk monitoring in particular for managing the $gféuring transition periods
(technological or organizational) and throughowet ¢ntire lifecycle of the system

» Assessment of unexplored risk contributions (es@ftware, new navigation
systems) and combined risk contributions (air/gthwoperation/regulation).

* The inclusion of organizational aspects and degisiaking into risk assessment
(e.g., decision errors due to cost/benefit consatitams).

» Dynamic risk modeling for enabling scenario basskl assessments and better
representation of dependencies in the entire system

Nevertheless, the toolbox document provides anlexteeference for further
developments required, because advanced methodsloged to be based on the
established tools and methods.
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Appendix A: Analytical Techniques Supporting Analyss of flight
recorded data (FOQA, APMS), radar-track data (PDARS, and
textual data (e.g., ASRS and ASAP)

There are several systems in place for continuauslyitoring system performance that
are developing very large databases. These drsoiarces of information on safety
risks and tools and methodologies have been, anbdeang, developed to mine these
sources. These entail databases of both numandaiextual data. The following tables
include descriptions of examples of these datab@sg@some of the tools for their
automated analyses.

Air carriers are using systems to monitor, procasd, analyze flight-recorded data
routinely. In the US, the current techniques aléed Flight Operational Quality
Assurance (FOQA) programs. In Europe, the sambaadetogies are called Flight Data
Monitoring (FDM). These are based, largely, onitletification of prescribed
exceedances (e.g., high rate of rotation during tdk high rate of descent at 1000 feet
during landing, or flap positions at high speedB)ese are generally referenced in the
report from the GAIN Working Group B titled “Guide methods and tools for Airline
Flight Safety Analysis”, %' edition, June 2003yww.gainweb.org

The Aviation Performance Management System (APM@hiexample of the next-
generation of tools for analyzing digital data. RRMS is a suite of tools for assisting
the Flight Operational Quality Assurance (FOQA) egement teams at the air carriers
with the analyses of flight-recorded data to idgninexpected events or trends that
could compromise safety of operations. Most ofARMS tools described in Tables A 1
through A-11 have been adapted to radar-trackakaweell in support of the Performance
Data Analysis and Reporting System (PDARS).

A-1. The Morning Report of Atypical Flights

References used: | Key references:

¢ Methods of Multivariate Analysis by Alvin C. Renche

e APMS SVD Methodology and Implementation by BrettABaidan & Thomas A.
Ferryman, PNNL Technical Paper.

« Clustering Analysis of Digital Flight Data for tiéeviation Performance Managemerjt
System by A.R. Willse et al, PNNL Technical Paper.

e Lowest Practical Value (LPV) Methodology by Brett @nidan and Thomas A.
Ferryman, White Paper.

« Applied Regression Analysis, by Draper and Smith.

« Performance Envelope Related Data Compression Melbgy, by Cooley, Amidan,
and Scherrer, PNNL White Paper.

Alternate names: | Aviation Performance Measurement System (APMS)

Primary objective: | Flight Data Analysis tools assist in the routinalgsis of flight data generated during lige

operations in order to reveal situations that negoorrective action, enable early

corrective action before problems occur, and idgwjperational trends.

Description: APMS consists of a suite of Flight Data Analysisl¢ofor data processing and analysis.

The statistical analysis tools underlying the digpdf the Morning Report include:
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- Data Quality FiltersThis technique removes bad data, i.e. flight dladé& are
physically impossible. See Table A-2

- Continuous Data Signaturedhis technique summarizes a potentially longngtof
time series data for a given parameter with a vegtth 18 elements by using a
regression based moving window. The calculatedegafire summarized in a matrix
that is then available for analyses like clusteand calculating atypicality scores.
See Table A-3.

- Discrete Data Signature$his technique produces a summary of the data,hnkic
used in all analysis steps. See Table A-4.

- Data Compression Signaturdsis technique creates a reduced set of datasthat
stored in order to perform plots and performanceskpes. It saves the most
important data points, such that the amount ofrésraninimized. See Table A-5.

- Clustering This technique allows for the grouping of simifiights. This allows the
flight analyst to focus on studying patterns gflflis and not having to study each
individual flight. This allows him/her to find anchderstand the common patterns,
well as identifying the uncommon flight patterngeSTable A-6.

- Atypicality scoresThis technique identifies flights that are matla¢ically unusual.
It allows the flight analyst to focus on theselilig, increasing his/her ability to find
concerns in equipment, flight practices, or othesafe events. Mathematical
multivariate methods are used to reduce the sitieeoflata and then measure the
distance each flight is from the center of the datanulti-dimensional data spaces.
See Table A-7.

- Performance Envelopeshis technique allows the flight analyst to comgatypical
flights to typical flights. Individual flights cabe overlaid on this plot to show how i
differs from the group. See Table A-8.

- Least Practical ValueOriginal analyses showed some atypical flightd trad
mathematically significant reasons for being atghibut these reasons were not
operationally significant. The Least Practical \@technique aims to minimize thes
types of findings, allowing the safety analystdaus on flights atypical for more

practical reasons. As such, it removes the effefaton-practical differences betwegn

flights within clustering and atypicality score callations. See Table A-9.

- StorymeisterExplains in a written paragraph why a certaigHtior cluster has beenj

deemed significantly different from some standéke, the most common 80% of
flights, or the most common cluster. See Table A-10

as

s

Applicability
range:

The flight data analysis tools of APMS enable useiisterpret the safety and efficiency
of operations. APMS offers to the air-transport ammity an open, voluntary standard f
flight-data-analysis — a standard that helps taensuitable functionality and
interchangeability among competing software prografPMS has the ability to retain
de-identified data from all the flights from whitie full population can be determined f
recorded flight parameters and link this data wither sources of information, such as
weather at the time and location of flight events.

Life cycle stage:

Operational

Experience in
application to air
traffic:

These tools are, for the most part, designed fdrama widely used by aviation operatorg.

Related methods:

There are many commercial Flight Safety Analysibisre packages available, such ag:

- AIrFASE (Aircraft Flight Analysis and Safety Expkm)
- AGS (Analysis Ground Station)

- AVSCAN:.flight

- British Airways Flight Data Tools

- CEFA (Cockpit Emulator for Flight Analysis)

- EMS (Event Measurement System)

- Flight.Analyst

- FlightTracer

- FlightViz
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- FltMaster

- GRAF (Ground Recovery and Analysis Facility)

- GRAF-VISION Flight Data Animator

- LOMS (Line Operations Monitoring Systems)

- RAPS (Recovery, Analysis & Presentation System)
- SAFE (Software for Flight Exceedance)

For more details of these packages see GAIN.

Availability and
tool support:

APMS is suite of tools developed within a NatioAaronautics and Space Administrati@
(NASA) funded program to develop advanced softveeraysis tools to ease the large-
scale implementation of flight-data analyses witkéich of the air transport users. As a
government R&D project, APMS is not a commerciaigilable package, but a develo
of technologies implemented at carriers particigatn Space Act Agreements, and ]
transferred to the FOQA software vendor commuritys partnering relationship is ma
available by the Space Act of 1958, and servesdtept the confidentiality of data
accessed through this research.

Maturity:

Mature are: Clustering, Discrete Data Signatures

Fairly mature are: Atypicality Scores, Performakteelopes, Continuous Data
Signatures, Data Compression Signatures, Data tQlliers

Young are: Storymeister, Least Practical Value

Acceptability:

The mature techniques are largely accepted and onfgrased. The other techniques a
currently in evaluation of acceptability in an ogt@wnal environment.

Ease of
integration:

All techniques are relatively easy to use

Documentability:

The documentability of all techniques ranges froodarate to high.

Advantages:

Flight Data Analysis tools allow to systematicalaluate large flight data sets

Disadvantages:

In general, there is a need for many flights ineoitd make Flight Data Analysis more
useful

Version 1.0
27/10/04

145

n

er

e

e



A-2. Data Quality Filters

References used:

References to books and papers used for the assgissithe technique

Alternate names:

None

Primary objective:

Remove bad data

Description:

This technique removes flight data that are phjlsiagmpossible.

Process steps:

1) Create a data quality limits table that corgdhe largest possible value, smallest
possible value, and the largest possible rateavéase or decrease in the value; 2)

Remove data that are smaller than the smallesé\atd the data that are larger than thg

largest value; 3) Identify when there is a diffeze of, say, delta between consecutive
data points that is larger than the largest possiblta.

14

Applicability
range:

This technique assesses equipment operations.

Life cycle stage:

Doesn'’t apply.

Experience in
application to air
traffic:

This technique has been applied to air traffic radeck data.

Related methods:

None

Availability and
tool support:

This technique is currently incorporated within tieMS Morning Report Tool.

Maturity:

This technique is fairly mature in its developmant has been useful in creating
performance envelopes within the APMS Morning Repool.

Acceptability:

This technique is currently in evaluation of acedjtty in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of This technique is relatively easy to use and urtdeds

integration:

Documentability: Documentability is moderate. The results are stest.

Advantages: This technique removes bad data, so that atygdigalt$ will not be atypical due to bad

data.

Disadvantages:

This technique requires a flight analyst’s knowledlg order to produce the data quality
limits table.
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A-3. Continuous Data Signatures

References used:

Applied Regression Analysis, by Draper and SmaRMS SVD Methodology and
Implementation by Brett G. Amidan & Thomas A. Fenan, PNNL Technical Paper.

Alternate names:

None.

Primary objective:

This technique summarizes a potentially long staftime series data for a given
parameter with a vector with 18 elements.

Description:

Using a regression based moving window, this tepimicreates a summary of time sergs
data from many flight parameters. The calculatddes are summarized in a matrix thgt
is then available for analyses like clustering ealdulating atypicality scores.

Process steps:

—

1) Loop through each flight parameter (with contins data) and do the following: 2) A
each second calculate ¥ Brder regression equation and store the a, byalugs; 3)
Within each flight phase, summarize the a, b, \waldes by finding the min, max, mean,
and standard deviation, as well as the start addbarameter values for the phase.

Applicability
range:

This technique assesses equipment.

Life cycle stage:

Doesn'’t apply.

Experience in
application to air
traffic:

This technique has been applied to air traffic radeck data.

Related methods:

None

Availability and
tool support:

This technique is currently incorporated within tieMS Morning Report Tool.

Maturity:

This technique is fairly mature in its developmentl has been useful in finding atypicaj
flights within the APMS Morning Report Tool.

Acceptability:

This technique is currently in evaluation of acedity in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of This technique is relatively easy to use, buttkelinore difficult to understand.
integration:

Documentability: Documentability is moderate. The results are stest.

Advantages: This technique produces a summary of the data,iwibiased in all of the analyses.

Disadvantages:

Creates a summary of the data, instead of somethaigould reproduce the data.
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A-4. Discrete Data Signatures

References used:

None

Alternate names:

None

Primary objective:

This technique summarizes a potentially long stahtime series data for a given discrege
parameter with a vector. A discrete parametermarameter with a result that is a statejor
level.

Description:

This technique summarizes the characteristics di dascrete parameter over time.

Process steps:

1) Loop through each discrete parameter and déotloeving: 2) Calculate the proportion
of time spent in each state; 3) count the numbénads one state transitioned to anothgr
step, keeping track of which transition went to ethi 4) Record these findings in a
vector to be combined with the continuous dataaigres.

Applicability
range:

This technique assesses equipment.

Life cycle stage:

Doesn't apply.

Experience in
application to air
traffic:

This technique has not previously been appliedrtvadfic data because discrete data
have not yet existed in the database.

Related methods:

None

Availability and
tool support:

This technique is currently within the APMS MorniRgport Tool.

Maturity:

This technique is fairly mature in its developmantl has been useful in finding atypicaj
flights within the APMS Morning Report Tool.

Acceptability:

This technique has not gone through any outsidriatian of acceptability. Code and
results have been internally reviewed and resai® lappeared reasonable.

Ease of This technique is relatively easy to use, buttkelinore difficult to understand.
integration:

Documentability: Documentability is moderate. The results are stest.

Advantages: This technique produces a summary of the data,iwibiased in all of the analyses.

Disadvantages:

Creates a summary of the data, instead of somethaigould reproduce the data.

Version 1.0
27/10/04

148



A-5. Data Compression Signatures

References used:

Performance Envelope Related Data Compression Metbgy, by Cooley, Amidan, ang
Scherrer, PNNL White Paper.

Alternate names:

PLI (Progressive Linear Interpolation); LI Comp rieiar Interpolating Leader)

Primary objective:

This technique creates a reduced set of datagisabiied in order to perform plots and
performance envelopes.

Description:

This technique reduces the amount of data pointpgm@meter from thousands to only
around 200. It saves the most important data posuich that the amount of error is
minimized.

Process steps:

1) Perform a regression fit between the start antvalues (same thing as drawing a
straight line between the two points); 2) Find da¢a point that is furthest from the line
3) Establish that as a data compression point arfdnm a regression between each pai
of consecutive points; 4) Repeat steps 2 and Byour total error is below a desirable
point, or until you've iterated it a specified anmbu

.

Applicability
range:

This technique assesses equipment.

Life cycle stage:

Doesn't apply.

Experience in
application to air
traffic:

The application of this technique to air traffic@&as not been warranted because radgr-

track data are only recorded every 5 to 60 seconds.

Related methods:

None

Availability and
tool support:

This technique is currently within the APMS MorniRgport Tool.

Maturity:

This technique is fairly mature in its developmant has been useful in creating
performance envelopes within the APMS Morning Repool.

Acceptability:

This technique is currently in evaluation of acedjtty in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of This technique is relatively easy to use and urideds
integration:

Documentability: Documentability is moderate. The results are stest.
Advantages: This allows for less data storage and less dgpadeess for plots.

Disadvantages:

This is not meant to reproduce the actual raw dathinstead to generalize it for plottingd.
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A-6. Clustering

References used:

Methods of Multivariate Analysis by Alvin C. Rench€lustering Analysis of Digital

Flight Data for the Aviation Performance Managenteystem by A.R. Willse et al, PNNL

Technical Paper.

Alternate names:

Kmeans; Hierarchal clustering

Primary objective:

To mathematically assign flights to similar groups.

Description:

This technique collects similar flights into grougescording to the data recorded for ead
flight. Most clustering algorithms need to be thlolv many groups to have. There are
many methods for determining the number of clusteeded, however, they each have
their problems. This method uses the square rfaiecnumber of flights for a general
rule.

Process steps:

1) Perform Principal Component Analysis on origjisk@a matrix; 2) Identify initial

centroids for each cluster; 3) Assign each flighthte cluster that it is closest to; 4) Iterdte

the process as wanted.

Applicability
range:

This technique assesses equipment operationsuglttibcould be extended to other
subject areas.

Life cycle stage:

Doesn't apply.

Experience in
application to air
traffic:

This technique has been applied to air traffic radeck data.

Related methods:

None.

Availability and
tool support:

Clustering techniques are widely available in manglytical softwares, including Matlaly
SAS, and S-Plus. C++ and other computer langulaggecing routines commonly exist.

Maturity: This technique is mature.

Acceptability: This technique is largely accepted and is commuoséd.

Ease of The technique is generally easy to use and unaeksédthough the underlying
integration: mathematics may be difficult to understand.

Documentability:

Documentability is high. Results are consistesifpag as the same method is used.
There are many different clustering methods ang ¢oeenmonly give results that contair
some differences.

Advantages:

This technique allows for the grouping of similaglits. This allows the flight analyst tg
focus on studying patterns of flights and not hguim study each individual flight. This
allows him/her to find and understand the commdtepas, as well as identifying the
uncommon flight patterns.

Disadvantages:

There is a need for many flights, in order to mtike technique more useful.
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A-7. Atypicality Scores

References used:

Methods of Multivariate Analysis by Alvin C. RencheAPMS SVD Methodology and
Implementation by Brett G. Amidan & Thomas A. Fenan, PNNL Technical Paper.

Alternate names:

Anomalator; Mahalanobis Distance

Primary objective:

To mathematically find atypical flights using mublriate data

Description:

Mathematical multivariate methods are used to redhe size of the data and then
measure the distance each flight is from the ceaftdre data, in multi-dimensional data
spaces. Flights with the largest distances arsidered most atypical.

Process steps:

1) Perform Principal Component Analysis on origidata matrix; 2) Calculate atypical
scores by finding the Mahalanobis Distances fohdlght; 3) Order flights according td
the atypicality scores.

Applicability
range:

This technique assesses equipment operationsughtibcould be extended to other
subject areas.

Life cycle stage:

Doesn't apply.

Experience in
application to air
traffic:

This technique has been applied to air traffic radeck data.

Related methods:

None.

Availability and
tool support:

This technique is currently incorporated within &ieMS Morning Report Tool for flight
recorded data.

Maturity:

This technique is fairly mature in its developmantl has been useful in finding atypicaj
flights within the APMS Morning Report Tool.

Acceptability:

This technique is currently in evaluation of acedjtty in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of This technique is relatively easy to understand s

integration:

Documentability: Documentability is moderate. The results are stest.

Advantages: This technique identifies flights that are mathdosdlty unusual. It allows the flight

analyst to focus on these flights, increasing leisébility to find concerns in equipment,
flight practices, or other unsafe events.

Disadvantages:

There is a need for many flights, in order to mtike technique more useful.
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A-8. Performance Envelopes

References used:

None

Alternate names:

Cluster Trend plots

Primary objective:

Graphically show the trends of a group of flight®otime for a given flight parameter.
Individual flights can be overlaid on this plotdbow how it differs from the group.

Description:

A description of the process which must be followedpply the technique. This
description is a digest of information drawn frdme references, coupled with advice frd
those who have practiced the use of the technique

m

Process steps:

1) Create a contouring image plot over time sumnragithe location of the group of
flights in a given flight phase, this creates tleefprmance envelope for the group; 2) P
any flights of interest against this performanceetope plot.

ot

Applicability
range:

This technique assesses equipment operations.

Life cycle stage:

Doesn't apply.

Experience in
application to air
traffic:

This technique has been applied to air traffic radeck data.

Related methods:

Contour plots; time series plots.

Availability and
tool support:

This technique is currently incorporated within &ieMS Morning Report Tool.

Maturity:

This technique is fairly mature in its developmantl has been useful in graphically
displaying atypical flights within the APMS Mornirigeport Tool.

Acceptability:

This technique is currently in evaluation of acedjtty in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of This technique is relatively easy to understand s

integration:

Documentability: Documentability is moderate. The results are stest.

Advantages: This technique graphically displays flights tha¢ arathematically unusual. It allows the

flight analyst to focus on these flights as comgdcetypical flights, increasing his/her
ability to find concerns in equipment, flight prigets, or other unsafe events.

Disadvantages:

There is a need for many flights, in order to mtike technique more useful.
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A-9. Least Practical Value

References used:

Lowest Practical Value (LPV) Methodology by Brett @nidan and Thomas A.
Ferryman, White Paper.

Alternate names:

LPV

Primary objective:

This technique removes the effects of non-practiférences between flights within
clustering and atypicality score calculations.

Description:

Whenever flight data are scaled and centered, thex@ossibility that the scaled values
may be large, but with an actual value differerz ts small and not practically
significant. This technique reduces the matherabsignificance so that non-practical
differences have minimal influence on the analysis.

Process steps:

1) With help from a flight analyst, record the stest value (referred to as least significgnt

differences) for each parameter that would be cemed a significant difference (for
example an airspeed difference of 1 knot wouldogimportant, however an airspeed

be effective. If none are given, then method dé&aa using traditional centering and

difference of 5 knots would); 2) During any stttial method that requires centering arjd
scaling (i.e. PCA or Z-scores), perform the LPV Inoet instead of the usual centering tq O
and scaling to 1 standard deviation.

Applicability This technique assesses equipment operations.

range:

Life cycle stage: Doesn't apply.

Experience in This technique has been applied to air traffic radsck data.

application to air

traffic:

Related methods: | None

Availability and This technique is currently incorporated within teMS Morning Report Tool.

tool support:

Maturity: The technique is young in its maturity.

Acceptability: This technique is currently in evaluation of acedjity in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of This technique is relatively easy to understand s

integration:

Documentability: Documentability is high. The technique producesststent results as long as the least
significant differences do not change.

Advantages: Original APMS atypicality analyses showed some iagidlights that had mathematicall
significant reasons for being atypical, but thesssons were not significant to the flight
analyst. This technique has helped to minimizeghgpes of findings, allowing the safgty
analyst to focus on flights atypical for more preaitreasons. Technique is quick and
transparent to the user.

Disadvantages: Technique requires least significant differencelsdaecorded for each flight parameter fo

scaling.
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A-10. Storymeister

References used:

None

Alternate names:

Rationale

Primary objective:

This technique results in a written paragraph erpig why a certain flight or cluster has
been deemed significantly different from some séadgdlike the most common 80% of
flights, or the most common cluster.

Description:

This technique requires a vocabulary look-up tabletaining the proper wording to be
included in the resulting sentences.

Process steps:

1) Identify the population to be compared to thghfl or cluster of interest; 2) Determint]e
y

which flight parameters the flight or cluster ofdérest have been found to be significan
different than the population; 3) Use a vocabulaok up table to form sentences
explaining the differences and assemble theseparagraph.

Applicability
range:

This technique assesses equipment operationsughtibcould be extended to other
subject areas.

Life cycle stage:

Doesn'’t apply.

Experience in
application to air
traffic:

This technique has not been applied to air trafttar-track data, although it is planned
have this capability available by the end of theZ004.

Related methods:

None.

Availability and
tool support:

This technique is currently incorporated within tieMS Morning Report Tool for
comparisons of individual flights to the most comm@&9% of flights.

Maturity:

The technique is young in its maturity.

Acceptability:

This technique is currently in evaluation of acedjtty in an operational environment.
Code and results have been internally reviewedresults have appeared reasonable.

Ease of
integration:

This technique is relatively easy to understand s

Documentability:

Documentability is moderate. Results are condistewever, as flight parameters
change, the vocabulary needs to be updated.

Advantages:

This technique allows for the flight analyst to bavwritten paragraph explaining what
makes a flight or cluster different, instead ofiingwto rely on reading statistical output
and graphs.

Disadvantages:

Difficult to make sentences that are grammaticadigrect.
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A-11. Automated Search for Prescribed Parameter Patterns

References used:

Not applicable

Alternate names:

Pattern Search

Primary objective:

Enable search of any portion of a database oftffigihameters for any pattern or time
sequence of patterns.

Description:

The tool provides a method of constructing usermaef “modules” that
include prescribed flight-performance criteria $ets of parameters. Eac
of these modules can be assigned a value by aslibgct-matter experts
that relate to the severity of the risk associatagll specified criterion.
One or more of these modules may constitute alsgattern. A search
produces a list of flights that match the presdibearch pattern. Once
matching flights are located, a parameter viewerlmused to examine
flight parameters in detail. There are numerotigtbns in which this
type of flight search capability may prove invallabFor example, using
the Pattern Search Tool, it is possible to lockgéts exhibiting similar
characteristics to a selected flight under analyBig examining similar
flights it may be possible to generalize and undexs causal factors
leading to observed unsafe operating conditiortss Gapability can also
be used to help airline personnel investigate §ipdoypotheses about
safety and operations by querying the flight databalrhese hypotheses
may be formulated based on anecdotal evidenceemjuire hard data to
confirm or refute.

Process steps:

The user specifies an event frame (time, everitiddt, or flight phase range), and a ser
of constraints (such as a parameter value excesdimg procedural criterion) into

modules. Each module is assigned a risk index.r8er@dules are then combined to

1000 feet above the runway to touchdown for airdpgreater than Vref +25, vertical

form a pattern. For example, for an unstable apgroaodules examine each flight fror]
r

speed greater than 1500 fpm down, flaps or geaatritieir landing setting, engine pow:
below approach setting, and localizer or glide sldpviations greater than one dot.
Pattern Search identifies each flight triggering@ @n more modules.

Applicability
range:

Applicability of Pattern Search is fairly broad,iasearches for potential precursor everjts

that may stem from human actions, equipment defodées, or organizational
characteristics.

Life cycle stage:

Pattern Search may be applied whenever data isctetl in testing or operations.

Experience in
application to air
traffic:

No.

Related methods:

Availability and
tool support:

This criterion indicates that the technique is eitavailable, or else it is unavailable
because it has been discontinued, commerciallyetl@ one organisation and not
generally available, or still at the prototype stamd not yet generally available. The
criterion also covers the availability of computeols that can support application of the
technique.

Maturity:

Though NASA pioneered this tool, nearly all COT®ders now have a similar function

Acceptability:

In some cases evaluation studies of techniques e carried out by regulatory

authorities (notably the US Nuclear Regulatory Cassion) which indicates some degrg

of approval for techniques which have been givesitpe evaluations. Techniques that
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have achieved positive evaluations will receiveghér rating on this criterion. This
criterion will also be influenced by the theoretidgour of a technique and the extent tg
which it has been subjected to objective evaluatidimally, it covers numerical accurag
of the results produced.

Ease of
integration:

Does the technique easily or usually combine wétipular other techniques (e.g. in the
SAM)? This criterion also covers complexity: thehtrique is relatively easy to
understand and use.

Documentability:

High

Advantages:

The ability to define new patterns dynamically &eerch through a circumscribed set g
flights is crucial for the kinds of exploratory dysis that safety personnel indicate they
wish to conduct. It is not feasible to anticipatieof the potential patterns of interest in
advance, so an ability to search dynamically ‘anfti is critical.

Disadvantages:

Requires data from testing or operations.

There are even larger databases of textual datarthahe best available sources of
information about why an incident occurred. Onaregle of such a database is the
Aviation Safety Reporting System (ASRS) of voluilyasubmitted confidential reports
from all segments of the aviation community on ésemd incidents in the aviation
system. (See Table A-12 below.) ASRS has beax@mamely successful operation for
over 28 years and currently has over 120,000 regpothis database. There are many
commercial-off-the-shelf text analysis tools avaliéa The ones described in Tables A12
through A-14 below are some examples of recentldpaeents of some powerful tools
based on combinations of statistical methods atgt@danguage processing for
extracting and merging information from such tektistabases.
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A-12. Analysis of Unstructured Text

References used:

* Everitt BS, S Landau, and M Leese. 2001. Clustalysis. Edward Arnold Ed. 4th
edition

* Daly DS, TA Ferryman, AR Chappell, AR Willse, and Sooley. 2000.Analysis and
Transformation of Aviation Safety VocabulariesRatary-Wing Aircraft PNWD-
3071, Battelle Pacific Northwest Division, RichlaMlashington.

e Schutze H, DA Hunt, and JO Pedersen. 1995. “A @oison of Classifiers and
Document Representations for the Routing Problelm Proceedings of the 18th
Annual International ACM SIGIR Conference on Resle@nd Development in
Information RetrievalSeattle, Washington, July 9-13, pp. 229-237. AGBLE, New
York.

* Viane S, R Derrig, B Baesens, and G Dedene. 2082omparison of state-of-the-ar
classification techniques for expert automobileimsce fraud detection.Journal of
Risk and Insuranc69(3):373-421.

* Speech and Language Processing: An Introductiddataral Language Processing,
Computational Linguistics and Speech Recognition
Daniel Jurafsky, James H. Martin; Prentice H2000.

* Manning, C. D., H. Schutze, Foundations of sta@8thatural language processiffe
MIT Press, London England, 1999.

* Posse, C.; A. White; B. Lindberg; A. Swickard; Bnilan; T. Ferryman, 2003, An
investigation into the Ability To Identify CandidaASRS Reports for Alert Messageq
PNWD-3343, Battelle Pacific Northwest Division, Riand, Washington.

* And others

Alternate names:

Text Mining, Exploratory Data Analysis of Free TeMLP, Bag-of-words

Primary objective:

Work the computer to review the corpus of documesniable the user to get a broad

survey of the nature of the documents in the cqrfing other documents that are similaf

to a specific document or a inquiry, categorizessiy the documents in to existing
categories, monitor trends in time. Additionalhyinvestigate a text based database to
identify concepts and relate them to an envisiagteshario model including human
behavior and contextual factors.

Description:

Collect a set of documents in the computer. Detezrif the desire is to have the
investigation be data-driven or expert-opinion dny If data-driven, determine methodg

that can guide the investigation to reflect ther'sggerspective, without overwhelming thje

data signature. If the expert-opinion is to dtive analysis, key characteristics need to
determined and defined.

be

Process steps:

A loose conceptual description follows. Signifitand important variations can be
encounter in practice.

The first process described is characterized giststal analysis or bag-of-words proces

1. Collect the set of documents to be investigated,

2. Convert to a convenient format (such as ASCII orliXM

3. Create a document vs. term matrix where the ropesent each document ang
the columns are different terms (possibly all ueiggrms or an intelligently
selected subset of terms)

4. Transform the Doc-Term matrix to characterize thdarlying nature of the
document in a manner that is more suitable foryaigl This might be simply:
(a) word frequency, (b) word rate, (c) existence @ford), or more complex
transformations

5. Use a clustering, classification, and/or distaneasare depending on the miss

of the investigation. Candidate methods includmdans clustering, hierarchicl

clustering, linear discriminate analysis classtima, logistic regression for

"z

olp

classification, Mahalanobis distance for inquiriasg /or cosine distance
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measures for inquirers.
6. Present the results using, tables, figures, graptdpr interactive software.

The next process described is characterized as(Nafiral Language Processing):

1. Determine the factors to capture in the reports.

2. For each factor a spreadsheet is circulated amenxgstts to identify phrases
that indicate the presence of the factor.

3. ldentify additional natural expressions for eaclhef factors, possibly using tog
such as GREP or WordNet

4. Identify reports with the concepts of interest. Wse GATE software. A key
task is to create JAPE computer code to captutb@Nariations on the natural
expressions.

5. The performance of the code is tested against hwmlgjects and revised as
needed.

6. Process all the reports through the GATE procesasimbthe result is a matrix
with identifies what concepts were associated witich reports.

S

Applicability
range:

The techniques can be used to investigate: humman Buman behavior, equipment
(hardware, software, including HMI) performancegamization behavior and countless

other fields of interest that have text (even nowgish). The technique assesses humah

error and human behavior and context factors thaiead to anomalous situations.

Life cycle stage:

NA

Experience in
application to air
traffic:

The technique has been applied to aviation safgty bt real-time air traffic control or ai
traffic management?

Related methods:

This technique can relate to Natural Language Rsicg (NLP), analysis of numeric, an
categorical data. This technique can work with ynaathematical/statistical data analy
tools to detect patterns, atypical events, trernvds ttime and pre-cursor events.

20
(7]

Availability and
tool support:

The tool set is still at the prototype stage anidyet generally available. The tools set is
moving toward a maturity that is more appropriatstiare, but not ready yet. Other
domains need to motivate that growth.

Regarding NLP: The technique is under developmedtisleveraging of current resear
that is being undertaken at Battelle PNWD to pb&hlimits of NLP. Software and that
supports the work is GATE/JAPE for information extion, WordNet for identifying
synonyms, and GREP for searching on specific words.

h

Maturity:

The technique is probably around a TRL 4-7. Itlesn used on real world data and th
results viewed as useful by domain experts. Itiwdeen rehosted for independent
operation from the creating team. These technitags been developed and applied tq
other applications and proven useful.

Acceptability:

The acceptability of the tool set is as judged bmdin safety is appropriate for its level
development, but not ready for independent usefolpal testing and assessments ha
occurred.

Ease of The tool set can be integrated with other tool$wibdest effort.

integration:

Documentability: The tool set is considered at a research-code:Iévetumentation is minimal.

Advantages: There are 100,000+ incident reports in the ASR&ktete. This tool can provide a usern
with a good understanding of the general natutb®incidents by creating clusters of
similar reports and presenting keywords and syr®fisethe user to read instead of
hundreds. An introduction to the nature of theorepcould occur in a few hours instead
of months. The report can perform automatic cfisgion of the reports in any of
numerous different categories that could be sebuppresent human error, equipment
failure, weather issues, etc. (Examples focusviatian related issues, but could be
refocused to other domains.) The technique cahdimilar reports. For instance, an
accident report can be submitted and find numeirmident reports that are similar and
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provide the safety expert with a broad understandirthe information in the ASRS
database. This capability could be reapplied trlgeny domain with a collection of
unstructured text documents.

Disadvantages:

The key disadvantage is it is not fully mature aeally for application to a variety of
domains. Also, some “tuning” or guiding by the usan help focus the investigations
from the perspective of the user. (This capabdauld be developed but has not, as of

yet.)
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A-13. PLADS

PLADS

References used:

No books or papers were directly referenced far Work. General background
material include:

Manning, Christopher D. and Hinrich Schiltze. Faations of Statistical
Natural Language ProcessjigIT Press. 2000

Alternate names:

None

Primary objective:

To standardize the vocabulary of the unstructuegtiieing analyzed.

Description:

PLADS is composed of software (Java, Matlab, amt) Bed lexicons. PLADS is
designed to:

Phrases identified and concatenated. ldentify gwasthe unstructured
text by statistical means by identify 2-, 3-, 4wbrd strings that occur
more often that one would expect based solely enrttlividual word
frequency. Then concatenate the phrase togethienihat would be
identified as a single word to subsequent softweug; ClassCAirspace,
UnitedStatesOfAmerica.

L eave some words unprocessed

Augment some words to make the meaning more usafabimputer
analysis by subsequent software. Some words haweariuch”
information; that is they may be abbreviationsifatruments and/or
concepts with made/model/series, or numeric vabfieglected concepts.
Examples include:

0 “B-757-300” might be augmented with the word “aapé”

0 “FL28" (“FL26", “FL30") means “flight level at apmximately
28,000 (26,000, 30,000) feet”. Augmenting withitjrtLevel”
enables subsequent software to identify these @ ¢trers)
relate to a flight level concept and leave thenezfients of whicH
flight level to finer grain analysis.

0 “24L", “24R", “25L", “25R” all relate to runways.Augmenting
with the word “runway” enables the software to captthat
concept.

o Proper names are often augmented with the moreaene
concept; e.g. “Dallas” augmented with “city”

o0 Airport abbreviations are often augmented withwoed
“airport”; e.g. “LAX", “ORD”, “DFW"

Delete some words to simply the analysis. Theseftea called “stop”
words. Examples include: “the”, “a”, “an”. Sortimes numbers are
dropped out.

Substitute some words for others. Often therevary ways to express
the same concept. This includes synonyms, abltiev$a jargon, and
slang. For example “pilot” might be substituted tteese words: “pilot”,
“pilots”, “co-pilot”, “captain”, “co-captain”, “let seater”, “PIC”, “Pilot-in-
Charge”, “plt”, and “plts”. Standard abbreviatiovesn be checked and fu
meanings substituted. Numbers that are spellechaytbe replaced by th

numeral.

11

Process steps:

wn e

Identify corpus for vocabulary standardization.

Pre-process unstructured text through the Phrastifitation code
Define lexicons using past lexicons, updating thentreating new
lexicons.
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4. Run the PLADS software referencing the corpus aritbns expressiong.

Applicability
range:

The technique does not directly assess anythinganl facilitate other software
analysis that might include efforts to identify hammerror and human behavior agd
context factors that can lead to anomalous sitnatio

Life cycle stage:

The technique can be used in conjuncture with datheranalysis tools by diverse
projects through their life cycle; during reseatelidentify applicable reference
documents in pre-design, design, production, maartee, and decommissioning

Experience in
application to air
traffic:

The technique previously been never been appliedtty to air traffic or air traffig
management.

Related methods:

PLADS is intended as a pre-processing for use dtystical (e.g.; bag-of-words)
and NLP (Natural Language Processing) tools. ;(€aple A-14)

Availability and
tool support:

The technigue has been developed to about the TRLI6has not been necessaly
for the primary tasks that it supports to takeiathigher level. The software and
lexicons are documented as appropriate for R&Dautsj

Maturity:

The technique has been used on a few differentuststed corpora and in
conjunction with both statistical and NLP analytgishniques. The software is
moderately mature. The lexicons could be consilerarginally mature; in that
refines can always enhance their effectivenesoliéagion to different domains
warrant enhancing or replacing the existing lexg&on

Acceptability:

The process is straight-forward and deemed acctodhe limits of the lexicons.
“Certification” is not applicable.

Ease of
integration:

The technique is easily incorporated in other &xtlysis processes as a front erf
processor to standardize the language. It cameckdL tags.

Documentability:

The technique is documented as appropriate for R&@rts and TRL 6-7. Itis,
for the most part easy to use, with only one or &neas with even modest
complexity. It has been ported to a different taoafor use by other software
people with minimal effort.

Advantages:

Currently all (almost all) organizations have reesihundreds, thousands or eve
millions of reports with massive amounts of infotioa in unstructured text.
Access to the insight that could be gained basetiatrinformation is generally
considered to be very valuable. However the cbgenerating the insight via
human review of the reports is prohibitive. Théshead to the use of
computerized tools to analyze the massive corp@féen this has resulted in
considerable insight. Unfortunately, this has #sal to uninformative analysis.
On numerous occasions this is due to the failustandardize the vocabulary.
PLADS was created in response to that exact prablfter pre-processing the
text data, analysis was fruitful. This tool waseleped for NASA'’s Aviation
Safety program but is useful to nearly any unstmext text analysis problem.

Disadvantages:

The lexicons require human effort when applied tea domain for the first time
To get significant benefits, we generally recommandnvestment of about 100
hours by a domain expert and PLADS knowledgeabpex
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A-14. GATE

Natural Language Processing using GATE

References used:

No books or papers were directly referenced far work. General background
material include:
* Manning, Christopher D. and Hinrich Schiiltze. Faations of Statistical
Natural Language ProcessjigIT Press. 2000

Alternate names:

NLP, GATE, GATE/JAPE, PLADS/GATE, PLADS/GATE/JAPE

Primary objective:

To identify evidence of specific concepts contaiirednstructured text data (suclxl
as ASRS reports). The concepts may be vaguéilyede and phrased in text in
way as to require subtle insight to identify thexistence.

Description:

Concepts are conceived of and defined by domaierexp A seed set of natural
language expressions are identified for each cdrizaged on expert judgment arfjd
enriched by text mining. A corpus of unstructutext data is identified. It will
often be pre-processed through PLADS (see Tabl8)dt vocabulary
standardization. Natural language phrases ard¢ifiéeihusing GATE (a software
package from University of Sheffield (United Kingdpthat acts as a sort of
software architecture for language engineerangd provides framework for text
mining and the ability to apply customizable tomsdata mining. Two of the
capabilities that are used are Gazetteer and JAIRE.r These enable specific
concepts to be identified even if they are exprease@nenvisioned phrases, but
identifying synonyms and Boolean expressions thexttify the expression. One
written the GATE processing can be applied to & orillion documents. It can bg
modified and/or extended as appropriate for thestigation in work. The code i
validated by comparing the judgments of expert$ wie performance of the
computer tool for a sample of reports.

Process steps:

5. Identify corpus for analysis.

6. Determine the concepts to be identified and sewamaiple phrases or ke
words that relate to the concept. This is donbdi? domain and NLP
experts.

7. Use text mining techniques, such as GREP, to ifyeatiditional natural
expressions for each of the factors.

8. Apply PLADS (Table A-13). (This is optional but permmance is
expected to be enhanced by doing so.)

9. Create synonyms via the Gazetteer, as appropriate.

10. Write JAPE computer code to capture a wide setdftions on the
natural expressions.

11. Assess the performance of the code by both donmaiiN&P experts
reviewing the results and revised codes as needed.

o~

Applicability
range:

The technique can identify concepts in unstructtestl Domain experts can loo
at which concepts are identified for which repams! assess if that indicates
human error and/or specific kinds of human behatViat, in some context factorq,
might lead to anomalous situations. Concepts éxadnple quotes from the text o
facilitate concept understanding) that this techaigs been applied to and
demonstrated to be effective on include:

e Attitude - Any indication of unprofessional. (“caifituting factor was
complacency flying a very familiar approach, alsewas our last leg get
thereitis.”)

e Communication Environment - Interferences with caminations. (“We
were unable to hear because traffic alert andsiotiiavoidance system
was very loud.”)
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e Duty Cycle - A strong indication of an unusual dagle. (“Flight had
previously been delayed and we had minimum resogeoming up, less
than 9 hours.”)

e Familiarity - Any indication of a lack of familiasi (factual knowledge as
opposed to proficiency). (“Both pilots were unféariwith the airport.”)

* llusion - Any indication of an illusion. (‘I walying and was
experiencing a black hole effect.”)

* Physical Environment - Unusual physical conditioS.his occurred
because of the intense glare of the sun.”)

* Physical Factors - Pilot ailment. (“I allowed fate and stress to cloud njy
judgment.”)

* Preoccupation - A preoccupation, distraction, ersibn of attention.
(“My attention was divided inappropriately.”)

* Pressure - Psychological pressure. (“I felt rusioetbmplete the checklis
in time.”)

* Proficiency - A general deficit in capabilities uas inexperience. (“The
biggest safety factor here is the lack of adeqgtrateing in the newer
autopilot system.” )

* Resource Deficiency - Absence, insufficient numbemoor quality of a
resource. (“Later | learned the minimum equipmsttvas wrong.”)

* Taskload - Indicators of a heavy workload. (“Daéigh workload, |
forgot to switch to tower.”)

* Unexpected - Something sudden and surprising. ‘& known of him
prior to takeoff we would have made adjustments.”)

This is in no way an indication of the limitatiookthe technique, but rather an
indication of the subtleness of the concepts ifiedti There is virtually no limit tg
the breadth of concepts that can be investigatddaocessfully identified. The
limits to the ability to identify subtle expressmaf a given concept has not be
defined or even approached.
Life cycle stage: The technique can be used by diverse projects ghrtheir life cycle; during
research to identify applicable reference documienpse-design, design,
production, maintenance, and decommissioning. @arfhat might be
investigated include, but are not limited to:

* Technical publications of diverse scientific dongia identify specific
topics and/or concepts of interest

* Lessons Learned from previous projects that doctiprefect
management issues

* Maintenance reports that identify specific symptdmthe results of
investigations to the final corrective actions take

* Investigations of EPA standards for regulationatieg to specific
decommissioning activities.

Experience in The technique previously been never been appliedtty to air traffic or air traffig
application to air management.
traffic:

Related methods: | Statistical analysis, often called Bag-of-wordsht@ques provide a different
approach means to text analysis. It may be effectiut NLP via GATE is
believed to be more effective at identifying spiecifoncepts. There are numerogs
other methods of doing NLP without using GATE. (FAfad great success at
TREC (Text REtrieval Conference series) co-sportsbyeNIST, Information
Technology Laboratory's (ITL) Retrieval Group oétmformation Access
Division (IAD), and ARDA of the DOD in direct head-head competition with
numerous other techniques.

Availability and The specific use of GATE to do NLP to identify siied concepts is under
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tool support: development and is leveraging of current resedrahis being undertaken at
PNWD to push the limits of NLP. Software and thapports the work is
GATE/JAPE for information extraction, WordNet falentifying synonyms, and
GREP for searching on specific words, all of whaech available to the public.
This technique is still relatively immature. Itshlaeen successfully applied to 13}
Maturity: concepts and one data set (ASRS reports). Itdeapnately at the TRL %-level.
The accuracy, (false positive and false negatitesjdas not been measured.

Acceptability:
Ease of The use of GATE enables additional techniques toderporated with moderate
integration: ease.

Documentability: | The technique has not been documented other tlegipaspriate for R&D
explorations.

Advantages: Currently all (almost all) organizations have reesihundreds, thousands or evgn
millions of reports with massive amounts of infotioa in unstructured text.
Access to the insight that could be gained basetiarinformation is generally
considered to be very valuable. However the cbgenerating the insight via
human review of the reports is prohibitive. Théstead to the use of
computerized tools to analyze the massive corp@®féen this has resulted in
considerable insight.

The task of identifying specific concepts can eeablationships between concepts
to be established, frequency to be quantified,@edursor activities to be

objectively proven to exist. This would requirelpibitive resources if it were to
be attempted using human resources alone. Us$gsdethnique can enable thatfin
a cost effective manner.

This tool was developed for NASA’s Aviation Safg@iogram but is useful to
nearly any unstructured text analysis problem.

Disadvantages: The effort to setup the capability is cost effeetier important problems and
moderate or larger data sets. It may not be dtesttive for extremely small data
sets, unless continued growth is anticipated.
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Appendix B — Acronyms

ALARP - As Low as Reasonably Practical

APMS - Aviation Performance Management System
APS- Accident Prone Situations

ASAP - Aviation Safety Action Program

ASRP - Aviation Safety Reporting Program

ASRS - Aviation Safety Reporting System

ATC - Air Traffic Control

ATM - Air Traffic Management

ATO - Air Traffic Organization

ATS —Air Traffic Services

EATMP — European Air Traffic Management Programme
ELS —Error Likely Situations

ESA —European Space Agency

ESARR —EUROCONTROL Safety Regulatory Requirement
ETA — Event Tree Analysis

EUROCONTROL - European organisation for the Safety of Air Navigat
FAA - Federal Aviation Administration

FAST - FAA Acquisition System Toolset

FAST — Future Aviation Safety Team

FDM — Flight Data Monitoring

FHA - Functional Hazard Analysis

FMEA - Failure Modes and Effects Analysis

FMECA - Failure Modes, Effects, and Criticality Analysis
FOQA — Flight Operational Quality Assurance

FTA - Fault Tree Analysis

GAIN — Global Aviation Information Network

HAZid — Hardware/Software Interaction Analysis
HAZOP - Hazard and Operability Tool

HEMP — Hazards and Effect Management Process

HMI — Human machine Interface
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HSIA - Hardware/Software Interaction Analysis

JHA - Job Hazard Analysis

LI Comp- Linear Interpolating Leader

LoR — Level of Risk

LPV — Lowest Practical Value

MES - Multi-Linear Event Sequencing Tool

MORT - Management Oversight and Risk Tree

NAS - National Airspace System

NAPA — National Academy of Public Administrators
NASA - National Aeronautics and Space Administration
NATS — National Air Traffic Services

PDARS —Performance Data Analysis and Reporting System
PHA — Preliminary Hazard Analysis

PLI — Progressive Linear Interpolation

PRA — Probabilistic Risk Assessment

PSA — Probabilistic Safety Assessment

RGCSP —Review of the General Concepts of Separation Panel
RPN —Risk Prioritization Number

SAM - Safety Assessment Methodology

SCHAZOP - Safety Culture Hazard and Operability
SFMEA — Systems Failures Modes and Effect Analysis
SRM - Safety Risk Management

SSH- System Safety Handbook

SSHA — Sub-System Hazard Analysis

SSMP - System Safety Management Program

TCAS —Traffic Collision Avoidance System

TLS — Target Level of Safety

TOPAZ — Traffic Organization and Perturbation Analyzer
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Appendix C: Participants (present & past)

Name Organization Email Address

Abigail Smith Federal Aviation Administration Abigail.Smith@faa.gov
Alessandro Ente Nazionale di Assistenza al Vglp aboschiero@enav.it

Boschiero ENAV (Italy)

Alexander Kraste Eurocontrol Alexander.Krastev@eurocontrol.int

Alfredo Colon

Federal Aviation Administration

acolon@cssiinc.com

Secretary

Christophe Centre d'Etudes de la Navigation Aérienne | berthele@cena.fr

Berthelé (CENA)

Barry Kirwan Eurocontrol Experimental Centre (EEC) barry.kirwan@eurocontrol.int
Co-Chair

Brian Smith National Aeronautics Space Administrati besmith@mail.arc.nasa.gov
Dave Bush National Air Traffic Services David.Bush@nats.co.uk
Dino Piccione Federal Aviation Administration dino.piccione@faa.gov

Eric Perrin Eurocontrol Experimental Centre (EEC) eric.perrin@eurocontrol.In
Secretary

Neil May National Air Traffic Services (NATS) Neil.May@nats.co.uk

Hans de Jong

National Aerospace Laboratory NLR

hdejong@nlr.nl

Henk Blom National Aerospace Laboratory NLR blom@nlr.nl
Herman Nijhuis EUROCONTROL Herman.nijhuis@eurocontrol.int
Irv Statler National Aeronautics Space Administrati Irving.C.Statler@nasa.gov

James Daum

Federal Aviation Administration

James.Daum@faa.gov

Joerg Leonhardt

Deutsche FlugsicherundfFs (Germany)

Joerg.leonhardt@dfs.de

Jos Kuijper

Eurocontrol HQ, Safety & Security Manageme

nios.kuijper@eurocontrol.int

Keith Slater

National Air Traffic Services

Keith.slater@nats.co.uk

Kevin Corker

San Jose State University

Kcorker@email.sjsu.edu

Mike Allocco

Federal Aviation Administration

Michael.allocco@faa.gov

Michael Woldring

Eurocontrol Experimental Centre (EEC)

michael.wiold@eurocontrol.int

Oliver Straeter

Eurocontrol HQ, Safety & Security Manageme

neliver.straeter@eurocontrol.int

Patrick Mana

Eurocontrol

Patrick. mana@eurocontrol.int

Paul Humphreys

Eurocontrol

Paul.humphreys@eurocontrol.int

Ronald Stroup

Co-Chair

Federal Aviation Administration

Ronald.l.stroup@faa.gov
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